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INTRODUCTION

This mission operations report contains the story of the Apollo 13
flight operation as seen in realtime. An attempt has been made to
describe the situations, the various alternatives avallable, the decisions
made, and the reasons for those decisions. No data is used except that
available in realtime even in those cases where post-mission data shows
the real-time data to be in error.

The basic mission narrative is contained in Section III (Flight
Director's Report) and identifies the teams by color. The corresponding
flight directors are:

w1:1ite - Eugene F. Kranz
Black - Glynn S. Lunney
Gold - Gerald D. Griffin

Maroon Milton L. Windler

There are several aspects of the mission which deserve special note
although these do not appear in the narrative. First of all, the procedures
used in recovering from the anomaly were, in a great many instances,
fairly well thought out premission. For example: The LM jettison
sequence and time, the LM operation at minimum cooling, the midcourse
alignment technique, and the procedure to separate the LM and the Saturn
S-IVB stage communication frequency to name a few. When new procedures
were reqm.red or when existing procedures had to be reviewed, the core
of the premission planning team was used. This resulted in well coordinated,
quickly defined procedures.

Another impor‘t:ant aspect is that premission work with LM systems and
CSM systems in minimum power configuraticns contributed greatly to the
ability to provide suitable systems configuraticns for the Apollo 13 case.
This work also provided an additional capability that was available through
minimum duty cycles. Fortunately this was not required, but the point
should be made that there was a level of operations availabe that would
have resulted in LM water and battery power usage rates well below the
final stabilized rates obtained.

Also, a conscientious effort was made to let the crew set the rest/
work cycles. This resulted in the Mission Control Center holding many
non-critical procedural items until the correct crew member was available.

The total flight control team for this mission had been built around
a four shift operation. This worked out very well in that the team which
had prepared for the entry phase (simulations, checklist review, etc.)
could be taken out of the normal rotation and devote full time for two
days to the new timeline and procedures for entry. These same people
then executed this highly critical phase.
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Finally it should be obvious that the simulation personnel in both
the Flight Control Division and the Flight Crew Support Division played
a very important role in preparing both the crew and the ground team for
abnormal operational moces.
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SUMMARY

The Apollo 13 flight was essentlally fOllow1ng the nominal flight
plan prior to 55 hours 53 minutes elapsed time. The center engine on
the S-II stage of the Saturn launch vehicle shut down about 2 minutes
early, but this had no effect on insertion into Earth Orbit or on Trans-
lunar Injection. The Saturn S-IVB stage had been successfully targeted
toward the planned lunar impact area near the Apollo 12 seismometer. The
launch vehicle debriefing with the crew had been completed, and entry
into the Lunar Module had been made about 3 houps early to inspect the
supercritical helium pressure in the descent propulsion system. This
pressure was satisfactory, and no further action was contemplated.

At 55453 GET, a Command Module computer restart was observed, fol-
lowed by a report from the crew that a main bus B undervoltage had occurred
about the same time as a "loud bang." There was a short period during
which the Control Center and the crew sorted out the false indications
from the true anomalies, but it quickly became apparent that one of the
two cryogenic oxygen tanks and two of the three fuel cells had been
lost. The Command Module systems were configured to protect the entry
capablllty Efforts were concentrated on attempting to save the remain-
ing oxygen tank. These efforts proved to be futile and at 57+35 GET,
the CDR and LMP were entering the Lumar Module (LM} to establish com-.
munication and life support functions. The LM guidance system was
powered up and aligned to preserve a maneuver capability and at 58+40,
the CSM was completely powered down. About 20 amp hours had been used
from the total of 120 amp hours available in the CM entry batteries.

Once the systems situation had stabilized, the Control Center's
attention turned to the trajectory plan. The current status was that
the spacecraft was on a nonfree return trajectory which would require
a significant maneuver to change to satisfactory entry conditions. A
direct return to earth with landing time of 118 hours GET was possible
only by using the Service Module propulsion system and jettisoning the
IM. This option was unavailable for obvious reasons and reduced the
considerations to either: (a) Execute a immediate 40 fps midcourse
correction to a free return trajectory (landing at 152 hours GET in the
Indian Ocean). There would then be an opportunity to reduce the trans-
earth coast time by making a maneuver about 2 hours after flying by the
moon.

or (b) waiting to make the first maneuver until about 2 hours after
flying past the moon.

The plan adopted (and which was essentially unchanged) was to exe-
cute an immediate midcowrse correction to a free return trajectory,
evaluate the consumables with the intention of keeping the LM guidance
system powered up thru the major maneuvers if at all p0551b1e and execut-
ing a major LM descent engine burn about 2 hours after passing the moon
(78+30 GED).
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The primary effort for the remainder of the mission was directed
towards establishing the various procedures required for the many non-
standard operations, i.e., CM battery charging from IM batteries, CM
LiOH cannister use on LM environmental control system, no-optics align-
ment for maneuvers, water transfer from CM and portable life support
system tanks to LM tanks, Service Module jettison, and many others.

The consumable situation continued to improve and stabilize to the
point where it was feasible to leave the LM guidance system powered up
until the descent engine maneuver with every expectation that the systems
could easily be managed to stay within the consumable quantities available.
This proved to be the case and after the major maneuver at 79+30 GET, the
usage rates had dropped to be clearly compatible with the landing tlme
Sufficient workaround procedures had also been established to provide
margins should ‘there be subsequent loss of batteries, water tanks, or
oxygen tanks in the LM.

There were several options available for the maneuver at 79+30 GET
(2 hours after lunar flyby). These included jettlsom_ng the Service
Module before the burn and burning the descent engine to near depletion.
The comsumables status did not justify going to either of these extremes,
and the maneuver was targeted to reduce the landing time from 152 hours
GET to 142 hours GET and change the landing area from the Indian Ocean
to the Pacific Ocean. This allowed a comfortable propellant margin for
future midcourse corrections.

The transearth coast portion was devoted to getting the ground
developed procedures up to the crew at the proper times and in executing
two small midcourse adjustments to the trajectory. The consumable status
had continued as predicted, and the LM was powered up early to help warm
up the crew and allow them a better chance to rest. This early power up
also allowed a IM Primary Guidance and Navigation System alignment which
was later transferred to the CM Guidance System saving several minutes in
the critical preentry phase.

The SM was jettisoned about 4~1/2 hours prior to entry interface (EI)
and the CM power up procedure started at EI - 2 hours 30 minutes. The
CM Guidance System was fine aligned and the LM was jettisoned at EI -
1 hour. All CM Systems functioned properly during entry and the landing
could be seen from TV on board the recovery ship. The crew were recovered
in 45 minutes and were .in good condition.
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FLIGHT DIRECTORS REPORT
Apollo 13
Prelaunch:

The major precount activity started when the Black Team came on duty
at 2:00 a.m. CST with the clock holding at T-9 hours, and the network
count to liftoff at T-11: 201 and counting. The only network problem was
the Honeysuckle MSEN Station cammand camputer which was occasionally
faulting. There was no estimate on the problem, but we were still GO
without a camand computer at Honeysuckle. (This problem continued to
exist until 56+47 GET when a temporary fix was made to a chassis and
the problem never returned.) Balloon and landing point prediction proc-
essing was normal throughout the count with no land landings even for the
negative Emergency Detection System limits. At T-7:32, the weather
report included an area in the Atlantic with 28 knot winds and 8-10 foot
seas. This represented abort times from 6 minutes 30 seconds to 8 minutes
10 seconds Ground Elapsed Time (GET) and was considered acceptable. At
T-5:34, the Vanguard MSEN Station central data processor was reported
"red--cannot support." This affected the low and high speed radar tracking,
however, the Bermuda MSEN Station coverage was adequate to proceed. A
temporary fix was attempted, but the processor never was usable.

There was a problem with coordinating the use of the longline for
patching the Cape Kennedy test channel 214 to the MCC. This should be
addressed again prior to the next mission to assure that all parties know
and agree to the plan.

About this time (T-2:00), a weather report of about 16 foot swells

on both sides of the previously defined marginal weather was received.

lAll times are hours and minutes unless otherwise noted.

III-1



After considering this for a time, and the possibility of a 2° (20 minute)
launch azimuth slip, another weather report was received with a movement
of the marginal weather significantly to the south. After same discussion,
it was clear that there was nothing to be gained by slipping the azimuth,
and the worst weather area was now down to an abort GET of 7 to 8 minutes
with the same 8-10 foot seas and 28 knot winds. There were other reports
from the area not as bad as this, and we elected to contirue.

The Maroon Team came on shift at T-2:00, and the only other anomaly
prelaunch was a procedural error in failing to console select the BSE for
cammanding the launch abort check sequence at T-1:55.

Launch, Translunar Injection, and LM Extraction:

Liftoff occurred at 1913:00 GMI' as scheduled. All functions were
nominal until the Saturn S-II center engine shut down at 5 minutes, 31
seconds (about 2 min 12 sec early). This presented no flight control
problems and the rest of the stage performed nominally. There was no
doubt about being GO for Translunar Injection (TLI), and the flight was
normal through TLI although same instrumentation was inoperative on the
Saturn SIVB.

Transposition, docking, and LM extraction were normal with satisfactory
TV coverage. The Entry Monitoring System AV bias measurements were taken
and the results incorporated in the midcourse maneuver pad. The
Midcourse Correction at 30+40 GET was expected to be nominal; and, as
planned, the MCC-1 (at 11+41) was not executed.

SIVB Lunar Impact:

The SIVB lunar impact maneuvers were executed successfully as planned.
There was a question whether the SIVB Attitude Propulsion System (APS)

MCC-1 at 6+00 GET should be based on the Bermuda tracking vector instead
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of the preburn vector with a nominal TLI profile applied. However, these
two vectors were similar; and since the tracking after the APS MCC-1
indicated that the SIVB would land within the target area, it was decided
not to attempt further midcourse corrections. The SIVB telemetry and
attitude control was lost at 19+34, but there was no difficulty in
tracking the S-Band beacon. An apparent AV impulse was observed about
the time of welemetry and control loss, but this appeared to make the
landing point choser to the target. The landing point varied slightly

as the tracking data was obtained. However by 36+00 the point stabilized.

Translunar Coast:

The Gold Team came on duty at 6+00 and all flight plan items were
accamnplished normally until it was time to establish Passive Thermal
Control (PTC) at approximately 7+30. The first attempt to establish PIC
resulted in a very wide and diverging coning angle, and the PTC had to be
reestablished. Several problems were detected in the first attempt--the
major ones being that in order to get a final roll rate of 3%/ sec, the
Digital Auto Pilot (DAP) must be loaded with a rate of .375°/sec, and all
thrusters must be enabled in roll. Although GNC stated that this was the
same as Apollo 12, neither the checklist nor the flight plan reflected the
DAP load; and the crew was not apparently aware that "overloading" the DAP
was required. The thruster enabling was a late pen and ink change to the
checklist. After the crew was advised of the proper PTC procedures, PTC
was established with very good results. At 9+10, GNC reported that the
Service Module Propulsion System (SPS) oxidizer tank pressure was slowly
decreasing but that it was expected and was attributed to helium absorption.
At 9+24, GUIDO" reported that the (MP had entered a V37 into the Cammand

Module Computer (CMC) at an improper time during the P-23 navigation
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sightings and that certain bits had not been set properly in the computer.
A corrective procedure was read to the crew with a caution on how to avoid
any similar occurrences in the future.

The White Team came on duty at 13+51 with PTC in progress and the
crew asleep.

FIDO pointed out that MCC-2 was presently scheduled for 30+41 GET
and would be approximately 23 fps. GNC pointed out that the gyro drift was
running about 1.5 meru and would eventually require updating. EECOM
reported no anomalies and all consumables were plus. He also pointed
out that fuel cell sharing with the split bus configuration was running
about as expected.

At 15+38, two questions were received fram the Mission Director
relative to the SII early engine cutoff during the launch phase. These
questions were passed on to the CAPCOM to be uplinked at the nominal time
in the flight plan for the booster performance debriefing with the crew.

At 18+31, EECOM reported that fuel cell 3 condenser exhaust temperature
was fluctuating 1.5°F about every 70 seconds; however, this sort of thing
had been seen on previous missions and was not expected to creat a problem.
This trend continued until after the MCC-2 at which time the fluctuation
increased to 6.4°F about every 31 seconds.

At 20+01, RECOVERY reported a tropical storm in the South Pacific,
and then worked with RETRO to make the necessary adjustments to the
25 and 35 hour abort landing areas.

The Black Team came on duty at 22+00 with the crew asleep. The flight
plan activity for this shift was highlighted by the following.

1. The Saturn Launch Vehicle debriefing questions.
2., MCC-2 (which was a transfer from the free return to a hybrid
trajectory.)
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3. P-23 navigation sightings.
4, Comet Bennett photos.

The P/T transducer on quad D was operating correctly at this time
but was determined to give inaccurate readings at high SMRCS usage rates.
Available SMRCS propellants were slightly above the flight plan projections.
On the EECOM side, cryos were above the redlines; a suit pressure transducer
was biased low; glycol flow rate was 10#/hour lower than expected from
previous missions; two offline meetins were scheduled to plan for the
IM supercritical helium (SHe) readout procedures and to review final
changes to the lunar orbit photo plan.

At 22+46, the potable Hy0 transducer dropped to 79% for a short time
and returned to 100%. This was concluded to be a transducer problem of
the same kind as seen on previous missions. The crew called in at 23+11
and started battery B charge. They had stowed their dosimeters on the suits,
and the CMP dosimeter would be available later. The SURGEON understood
and accepted that situation, knowing the other readouts would be avaiZ_Lable
when the crew suited up at the moon.

At 24+41, the IM/M AP confirmed a close-to-nominal decay rate in
the IM. At 25+11, the Saturn debriefing was conducted and all questions
were answered. (Further discussions on the LM SHe were leading to the
conclusion of an early entry into the LM, about GET 55+00 hours, while
the pressure readings for various courses of action were still being
firmed up.) At 28+45, preparations began for the MCC-2 burn with
spacecraft television on. The 23.2 fps MCC-2 was performed at 30+40+49
and all burn parameters were normal.

The Maroon Team came on duty shortly after the MCC-2, and at 32+00

an attempt was made to photograph camet Bennett. However, this was not
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possible due to the sun shafting on the CM optics. This shafting was
expected, but the attempt was made since the comet would be considerable
dimmer on the transearth leg when no optics problems were expected.

PTC was initialized at 32+25, but had to be stopped and reinitialized
at 33+20. Apparently the DAP cammanded a jet to fire to slow down the roll
rate causing divergence. The second PTC was initialized successfully.

A CSM Master Caution and Warning (MCEW) alarm came on after the crew
went to sleep due to H, tank #1 dropping below MCEW limit before the heaters
cycled on. This did not happen again although the pressure came within
1 pam count of tripping the alarm on several other cycles.

The Gold Team came on duty at 40+00 with the crew asleep. At 43+00,
the landing point for the 60+00 abort point was moved to 153°W in order
to avoid tropical storm Helen. At wake-up (47+00) the crew was requested
to cycle the cryo fans per the normal procedure. When the crew cycled
the fans in 0, tank #2, the gauging system in that tank failed off scale
high. A readout of the onboard gauge confirmed an off scale high read-
ing. Loss of this gauge was of no great concern at this time since the
tank status could be followed by monitoring pressure, temperature, and

the status of 0, tank #1. GNC noted a slight jitter in the optics

2
Coupling Data Unit shaft readout and the crew was advised of the anomaly.
A similar jitter was noted on Apollo 12 and was of no concern. The crew

was advised to turn off the optics power except when the optics were in use.

Anomaly Period to Midcourse Correction (to Free Return):

The shift handover to the White Team was completed at 49+00 GET.
There were no major open items; the Flight Plan contained the original IM

activation, SHe pressure verification, a TV pass, and establishment of
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PIC. The MCC-3 maneuver scheduled.at 55+25 was deleted since the MCC-4
was only 4 fps. The major flight control activity was directed toward
establishment of a plan to avoid a cryo H2 tank #2 low pressure CEW
during the subsequent sleep pericd.

The heaters in H2 tank #2 had been turned off at 47+00 in an attempt

to see if the H, tank #1 heaters would control the pressure at a higher

2

level. By 49+40 the H, heater cycles on tank #1 had shown this to be

2
true. (The heater came on at 233 psi, and the CEW limit was 224.5).

The plan then was to unbalance the H2 so that tank #1 was about 3% higher
than tank #2 for the sleep period. Tank #1 heater would be left in auto
for the sléep period and tank #2 heater would be left off in order to

avoid MCEW's during the sleep period.

At 50+30, the crew was briefed on the changes to the Activation
Checklist in order to allow them to read out the SHe pressure.

At 51400 the crew was requested to stir both cryo's in order to mon-
itor the H, balance prior to cammitment to our sleep plan and in order to
maintain a better track on the 0, since we had lost the tank #2 sensor.

At 52+15, a new trajectory update was made that indicated MCC-4 would
be less than 3.6 fps; all systems were normal, and the Battery B charge
was initiated. The MCC-2 Service Module Propulsion System data was reviewed
and it was noted that the thrust chamber pressure seemed about 4% below
the preflight prediction. At 53+27, the crew was cleared to ingress the
IM about 1 1/2 hours early, and IM press began at 53+34. A review of the

analog playback of the 0, tank #2 gauging problem with EECOM showed that

2
the quantity went through 4 cycles, averaging about T2% about 80% quantity,
then went to 100% quantity, and subsequently remained there. It was

assumed that the transducer failed. A hardcopy of the analog data was requested.
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The detailed SHe procedures were reviewed with SPAN, including the
procedures for the DPS "Burp" if it became necessary. The crew campleted
the SHe verification at 54+40 with the pressure 710-720 psi,and no further
action required. At 54459, the IM power was terminated and the TV was
initiated at 55+00. The High-Gain Antenna (HGA) would not work properly
in AUTO or REACQ. (The crew tried both the primary and secondary electronics
and lockup was finally obtained in manual. A maneuver to the PIC attitude
was prescribed, and as the maneuver was initiated, the HGA locked up in
REACQ and narrow beamwidth, and worked correctly. However, it was not
understood how this maneuver caused the HGA to operate correctly in REACQ.)
Limited troubleshooting was attempted.

The TV was very good, and was terminated at 55+46. The battery B
charge was terminated at 55+50, and the battery was essentially topped
off with 40 AH. Further isolation of the HGA anomaly began by verifying
cockpit switches and HGA pitch and yaw readouts. These proved to be
normal and no further investigation was made due to the 0, anamaly. The
crew was advised to stir the cryo Hp and 0, for the last time prior to
the sleep period. A status check was run to verify proper configuration
on IM closeout and start of the PIC and rest pericd. Everything was
normal ; the hatch was being closed, and the LM heater current was
cycling properly.

NOTE: The following pages discuss the anomaly and are derived
primarily from the air-to-ground and flight director loop
voice tapes. Times are only approximate.

At 55+55, the Guidance Officer indicated that he had cbserved a
Cammand Module Computer hardware restart. In rapid succession, the crew

identified, "0.K., Houston, we have a problem. Main B undervolt."
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"Right now, Houston, the voltage is looking good; we had a large bang
associated with the CE&W, and I recall Main B was the one that had a 1 amp
spike on it." The telemetry indicated many discrepancies, and EECOM
identified we may have had a major instrumentation problem. INCO identified
that we had a switch fran narrow to widebeam.
NOTE: At this time, I felt we had had a major short circuit

that knocked much of the instrumentation offline, and

that it might be related to the HGA anomaly that occurred

earlier.

The crew gave a quick summary of their CEW indications, and several
of the Reaction Control System (RCS) flags associated with the helium
and propellant isolation valves indicated closed. EECOM, at 55+58,
indicated the crew was apparently attempting to reconfigure the fuel cells.
At 55459, EECOM had enough confidence in the TM to give a quick status:
"We got Main A volts, no Main B volts. Attempt to connect fuel cell #1
to Main A, fuel cell #3 to Main B." This was attempted by the crew with
no success and they reported that the fuel cell (FC) #1 and #3 talkbacks
were grey (normal), but.there were no reactant flows.

Prior to the anomaly, Main bus B was configured to drive inverter 2
and power AC bus 2. When the main bus B was lost, the AC bus 2 was lost.
The GNC had monitored a decay in SMRCS quad D manifold pressures, and
believed that the quad helium isolation valve was closed. The crew was
requested to reopen the D He isolation valve.

INCO came back shortly after GNC and identified that the HGA switched
beam width at 55+55+04, and I believed that the HGA could have been the
cause; due to concern on switching into a shorted system and my concern on
the instrumentation reliability, I became quite cautious on further

configuration changes.
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The main bus A seemed to be holding up although the voltage was
below the undervolt warning light. The EECOM recommended attempting to
configure FC #1/main bus B, FC #3/main bus A, which would bring a different
set of overload and reverse current sensors and motor switches into action.
However, I decided not to take that course until I had a better feel for
the problem.
The crew then provided us several readouts at our request:
FC #1 N,=0 psi
FC #2 0,713 psi
The telemetry on main bus A current indicated 53 amps which was about
normal, but the max that the FC can sustain. We were discussing putting a
battery on main bus A at about the saméd time the crew brought battery A
onto main bus A.
Throughout all of the above, the spacecraft was relatively stable in
attitude due to the crew exercising corrective attitude control, but
now it was starting to drift and we started omni switching. Fortunately,
we were able to obtain good High Bit Rate data fram the 210-foot MSIN
site at Goldstone. The Guidance Officer noted that the spacecraft was
moving in attitude and this was confirmed by GNC when he confirmed usage
of about 25# of SMRCS fuel. I then became concerned that we had an SMRCS
problem that may have precipitated the electrical problem. The GNC was
requested to come up with a minimum RCS fuel usage configuration.
NOTE: Somewhere along here, I requested Glynn Lunney to advise
center management that we had a major systems problem.
The TEIMU advised that IM heater current had become.static; I was

not concerned on this item and advised him to come back later on.
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GNC shortly thereafter advised me that the crew had turned all RCS
thrusters off. By this time, the arew had given us the requested FC Np

and 0, readouts; and after discussion with EECOM, he recammended that

2
fuel cell #1 should be open-circuited. This recamendation was taken
by the crew at about 56+08~-about 13 minutes after the initial problem.

The crew advised that the cryo 0, tank #2 quantity read zero. This
was the quantity transducer that had been lost previously, and was of no
particular concern since it could also be related to the AC 2 loss. (AC 2
powers the instrumentation.)

At 56+14, the crew reported that they had locked out of the hatch
window and they were venting something. All positions were requested to
check their systems far any venting.

I then requested EECOM to call in their backup people, and identified
the possibility of going to the IM as a lifeboat.

NOTE: This is the first time that I considered that we were
probably in a survival situation, and I started moving
in the direction of safing the CSM while trying to main-
tain enough main bus A power to allow a controlled CSM
powerdown.

At 56+15, the GNC had an RCS configuration to move quad C to main A,
and place B3 and B4 on main A also. At the same time, we were drifting
close to gimbal lock.

The crew performed the RCS configuration as requested and advised
they were seeing the vent through window #1.

An emergency powerdown was initiated at EECOM request at 56+15 per

Crew Emergency checklist, page E 1~5. This would make an initial power
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reduction of 10 A from main bus A. Shortly thereafter, the GNC suggested
we might attempt establishing the PTC before we powered down further since
the sun was approximately normal to quad A. This recommendation was
discussed, and due to the venting and the fact I didn't think we had
adequate control or time, this recommendation was not. accepted.

The crew continued the power down and at 56+22 had reduced the main
bus A power to 4l amps. Subsequently, they advised that the venting was
giving them rates in -pitch and =roll, and they were using DIRECT SMRCS
to counteract the rates.

At about 56+25, EECOM requested that we power up the AC 2 bus in
order for him to look at 02 tank #2 telemetry. He also expressed the feeling
that we had lost 2 fuel cells and that we didn't have an instrumentation
problem. As a result, inverter 1 was configured to supply power to both
AC busses. During the emergency power down, the crew advised that per the
checklist, they had turned FC #2 pump off, and asked us if we wanted it
back on. We gave them an affirmative reply and the pump was placed on
AC bus 1.

At around 56+27, the crew advised they would leave the probe and
drogue out until we gave them an 0.K. to install it, and FIDO reported
that they had seen venting in their tracking data. By 56+25, I had
requested the Computer Supervisor to bring up the Dynamic Standby Camputer,
and standby for telemetry delogs. The network was also brought up to maximum
status with dual communication processors and activation of the Parkes
210-foot site. (This was accomplished within 24 hours and excellent support
continued until splash.) The GNC was noting sustained firing from SMRCS C3

thrusters to counteract the -pitch and -roll rates fram the venting.
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The crew requested us to verify that there was not same spuriocus RCS jet
firings. The SMRCS was reconfigured per MCC request to place A3 on
main bus A.

At 56+31, EECOM, after reviewing the data, identified that 02 tank 1
pressure was at 318 psi and decaying, and that he wanted to power down
further prior to bringing the cryo heaters on. The crew powered Body
Mounted Attitude Gyro (BMAG) 2 to OFF, lights to minimum, (still per
Crew Emergency Ghecklist--additional items powered down as required);
and at MCC request, open-circuited fuel cell #3.

At 56+33, we had used about 70# of SMRCS fuel; the usage was tapering
off, and we recommended turning quad B off, and quad D to main bus A. This
would better balance the quads and eliminate concern that quad B was causing
the attitude problem.

Between 56+34 and 56+35, EECOM recommended removing Battery A from
the main bus A, and also isolating the surge tank to preserve the entry
oxygen supply. At 56+36, the battery was off-line, and the main bus A
could sustain the 5A load increase from the 0, tank #1 heater. The
current apparently increased at 56+38 indicating the crew placed the heater ON.
Subsequently, EECOM recommended isolating the repress pack. I asked the
AFD to get one of his backroom personnel to keep a coherent spacecraft
configuration listing as we passed it up to the crew. Similarly, 24-hour
IM Flight Controller manning was initiated.

By 56+40, we had seen no increase in 0, tank pressure and the crew
was requested to turn the tank 1 cryo fans to ON and check the cryo
circuit breakers on Panel 226. The fans did not arrest the 0, pressure

decrease. Both the GNC and crew identified that the vehicle had stabilized
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considerably, and the venting had essentially stopped. The EECOM advised
at 56+41 that he did not think he could save the fuel cell #2, and that
we should consider using the IM. Subsequently, I requested the IM
persannel to start establishing a minimum power profile to get hame on.

At 56+45, at G. Lunney's suggestion, we requested the crew to survey
the spacecraft displays and controls and give us the readouts. The
EECOM advised me that we had about 2 hours remaining on the fuel cell
prior to depletion of the aryo 0, tark #l. At 56+46, BMAG 1 was turned
OFF.

At this time the spacecraft was on a non-free-return trajectary with
a 62 n.m. pericynthion. The crew had an abort pad onboard which required
an SPS burn of 6079 fps at 60+00 to land in the Pacific Ocean at 118 hours.

At 56+u48, the Flight Dynamics team was advised to initiate all of the
return-to-earth planning based on going around the moon, and assuming use
of the IM descent engine and IM RCS, and that we would not use the SPS
except as a last ditch effort.

Shift handover to the Black Team occurred at 57+05. The White Team
moved to roam 210 of the MCC to review the telemetry delogs and propose
a LM power profile.

Although there was some possibility that the problem was being
magnified by a loss or shift of instrumentation due to an electrical
problem, it rapidly became evident that the following situation existed.

1. A loud bang was reported at the time of the main bus B
undervolt and observed venting from the SM was causing vehicle rates.
2. 0, tank #2 pressure had gone to zero and was considered a

confirmed failure. 0, tank #1 was decreasing in pressure.
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3. Fuel cell #1 and #3 were not supplying any current and had
been open-circuited.

4, Main bus B and AC bus 2 were essentially zero (both fed by
fuel cell #3). Although AC bus 2 had been repowered by main A, as noted
above with normal operation.

5. TFuel cell #1 reference N, supply was essentially zero, although
other pressures looked all right.

6. Considerable reconfiguring had been performed to get the
thrusters on maJ.n bus A, and the propellant isolation valves in quad C
were indicating closed (similar to previous flights at pyro separation
times). They could not be reopened without main bus B power.

7. The surge tank was isolated and the repress pack was not yet
confirmed to be isolated.

With the vehicle rates essentially under control and a reasonable
RCS configuration, our attention was focused on trying to save what
we could of the CSM cryo-fuel cell capability. By this time, 0, tank #1
was reading about 255 psi and it was apparent that whatever started the
problem, was causing 02 tank #1 to also lose pressure. The reactants to
fuel cell #3 were closed about 57:06 to attempt to isolate 'a possibility
of an 0, leak within that cell. 0, tank #1 continued to drop. At about
57+14, we recommended closing the reactant valves in fuel cell #1. Again
the 0, continued to decrease.

By 57+35, the CDR and IMP were making their entry into the IM. At
this time we had one good fuel cell (#2) but the 0, pressure was still
dropping. The fans in 0, tank #2 were turned on fram 57+39 to 57+55 in
the final hope that +this would raise the pressure; however, no change

was seen. Initial activation of the IM was designed to get the Envirommental
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Control System, batteries, and comunication/instrumentation system
configured for use. The initial IM signal was received at 57+57.
Establishing IM cammunications was made scmewhat more difficult due to

the SIVB S-Band beacon being on the same frequency as the IM S-Band
communications. However, contingency procedures had been developed by
NETWORK and INCO to drive the SIVB slightly off frequency while locking

up the IM carrier. These procedures were utilized with minor modifications
and all communications functions were satisfactory. At about this juncture,
we decided to try to get a (M inertial aligmment transferred to the LM
Guidance System since some propulsion maneuver was going to be required.

At 57:54, we had the OMP start powering as much down as he could while
leaving up the (M Guidance System; e.g., FC pumps, etc. Fuel cell #2

was used to charge battery A for a short time prior to putting the battery
on the main bus. Because of the decreasing 0,, we were watching to see

a degradation in fuel cell #2 in order to know when to put a CSM battery
on. We intended to stay up in the CSM until a IM Guidance System alignment
was made;and once on battery A (58+04), we wanted to minimize the number
of amp hours withdrawn from it since we did not know if we could charge

it from the LM umbilical because we were not certain of Main Bus B.

During the period of transferring the alignment, we made what I consider
our one error in this time sequence. For a few minutes, we had an airborne
configuration with no attitude control system on. This was quickly
corrected as soon as recognized and power was turned off the CSM busses

at 58+u40 with the 0, tank #2 pressure essentially gone and fuel cell #2
gone (about 20 amp hours were used from battery A before the CSM was

completely powered down).
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The ascent 02 tank #2 valve had a known leak and by 58+52 the
higher pressure of the descent 0, tank had raised the pressure in
ascent 0, tank 2 to the point at which it was felt necessary to use scme
0, to reduce the pressure. Consequently this tank was used until 59+59
after which the descent 02 tank was again selected. This same procedure
was used again fram 63+52 to 65+20.

At 58+54, the pilots reported a lot of particles and no ability to
recognize any constellations for an alignment, which strengthened our
resolve to save the reference for the present until the maneuver plan
and consumable picture became more clear. At about this juncture, we
had time to confer with the persannel surveying the return-to-earth
options. It was obvious that we were committed to going around the moon
rather than performing a direct abort because the large AV:could have
been supplied by the SPS only if the IM were jettiscned, but that was out
of the question. Now our attention, in the period between 59 and 60 hours,
was focused on the consumables needed for such a return which involved
a total trip time of approximately 152 hours. At about 59+50, the LM
water was the critical item. The initial water usage rate with the IM
Primary Guidance and Navigation System (PGNS) up would have resulted in
H,0 depletion in 34 hours; i.e., at 94:00. Although this high usage
rate of H,0 was to same degree charged to the initial load of cooling
the entire loop down (including the fluid), it was severe enough to force
us to entertain how to keep an alignment up with the LM Abort Guidance
System (AGS) while powering the PGNS down until it was needed again.

The power was projected to last 67 hours; i.e., 127+00 GET, at the current

rate of 35 amps.
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At 59+41, the crew suggested rigging the backup urine dump on the side
hatch to save urine heater power on the primary system. This suggestion
was approved by MCC at this time and again at 61+40 when it was mentioned
again. These exchanges led the MCC into thinking that the crew was dumping
urine as required (although the postflight debriefing showed this to be
incorrect).

In the time period from about 60+00 to 60+15, we had time to
consider our maneuver options which were essentially the following two?

1. Do a midcourse correction quickly to reestablish free return
and then power down.

2. Power down immediately and plan on powering up for a maneuver
about 2 hours after passing pericynthion (PC+2).

It was quickly determined to take the option to get on the free
return as soon as practical as long as all systems were up. If the
consumable situation did not improve, the trajectory would already be
established toward a safe Indian Ocean landing at 152. At 60+23, we
suggested a time of execution for the midcourse burn of 61 hours, which
the crew suggested moving to 61+30 to assure proper checklist procedures.
In about the remaining hour, the flight crew called out each appropriate
sequence of the 2-hour LM Activation Checklist as the vehicle was prepared
for the 40 fps MCC with the descent engine. All burn parameters were
nominal and the postburn doppler tracking confirmed the maneuver. The
doppler confirmation was also important in that it verified the alignment

transferred fram the CSM.
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Midcourse Correction to PC+2:

Once the burn was performed, an attempt was made to set up a PIC,
with the usual difficulty with a new vehicle/procedure as with the IM/CSM
docked configuration. At 63+05, MCC passed a preliminary pad for a PC+2
hour maneuver of about 890 fps designed to land at the MPL at 142+40
(compared to the free return coast landing time of 152).

By 63+20, the current output was 27 amps, and the usage rates had
settled down to something more like nominal for the power load. The
projected profiles were coming more in line with keeping the PNGS up to
PC+2 time (79+30) and then powering down to a life support/comm mode
after the maneuver. Midcourse maneuvers were budgeted at 104 and 1440.

Projected ahead at an average 25.6 amps:
EPS would last to 142+00 GET
H,0 would last to 138+30 GET

2
0, would last to 233+00 GET

2
Powering to 15.4 amps after 80 hours:

EPS would last to 163+00 GET

H,0 would last to 155+00 GET
This picture gradually began to improve. At about 63+32, the consumable
of concern was the 002 removal, and people were already working on the
problem of how to use the CSM cannisters.

At 63+47, we began to review the requirement for the (M Guidance System

heaters. The first recommendation was to try to turn the heaters back
on using LM power. However, we were reluctant to try to establish the
required electrical configuration until all three pilots were up because
of the required ‘switch procedures; although this was a configuration which

we felt we would definitely want to establish at scme time for other
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purposes; e.g., charging battery A. Subsequent discussion of the heaters
indicated that it would be satisfactory to leave these heaters OFF until
power up for entry.

By 63+50, the dynamic PIC was given up because of the difficulty in
setting it up,and a IM yaw schedule of attitude holds 90° apart every
1 hour was instituted. Among other items, the power amplifier was taken
offline to save the 2.5 amps; as a result the comm had a lot of background
noise, but was readable.

As the PTC attitude hold and vehicle systems stabilized, we began
looking ahead to the darkness opportunities for a Guidance System
aligmment (P-52) while in the moon shadow and/or an earth-sun P-52
technique for either checking the present alignment or realigning for the
burn. Consideration was also being given to the minimum power mode for
P-52 using the LM Alignment Optical Telescope (AOT) which required
moving the rendezvous radar antenna, etc. Also the CSM optics were being
considered as another way to check the LM aligrment.

For the crewmen sleeping in the M, MCC advised the crew to take the
long CDR suit hose and put it in the tunnel to force circulation down
into the M. The crew reported extending the hose with the vacuum hose
to aid in this. The MCC passed a procedure for using a small amount of
surge tank 0, to obtain (M potable water for drinking.

SPAN was already considering the pros and cons of jettiscning the service
module and burning most of the descent fuel to get an earlier landing
time of 118+00. The primary concern was the cold environment to which
the heat shield and CMRCS would be exposed and the fairly small amount of

descent fuel that would be left. The White Team's recommendation based
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on their understanding of the current state of the relative advantages
of dropping or keeping the Service Module was to keep the Service Module.
There was no real urgency to decide that issue at that particular time and,
along with the descent propellant budgets, this subject was highlighted
for consideration by the mext shift.
During the period after the burn, MCC recommended keeping one
crewman on duty at all times. This was done except for the times of
maneuvering and the crew took short rest periods throughout the rest of
the flight. The IMP took a rest period fram about 63+00 to about 69+00,
with the CDR and CMP scheduled for a rest period when the IMP awoke.
By 67 hours, the LM spacecraft lifetime projections were reasonable
and were based on the following plan.
Stay powered up until PC+2 at 79+30 GET.
Then power down to about 15 to 18 amps.
Two hours of power up time for each MCC (at 104400 and 140+00 GET).
The following issues were identified as open.
1. Selection of return time option with question of jettisoning
the SM.
2. Find a suitable method for checking or realigning prior to
the burn.
3. The CSM/IM umbilical procedure had to be finalized and available,
but should be implemented with all 3 crewmen awake.
4. Consumables studies need to be refined.
5. Need a procedure for COy removal with CSM cannisters.
6. Consider com duty cycle for power conservation.
7. Need procedure for moving rendezvous radar out for using AOT.

8. Possibility of transferring PLSS H,0 to IM ascent H,0 tanks.
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The Gold Team came on duty at 67400 and in all respects, the
performance of the flight control team during this period was exemplary. At
the start of the shift, the FAO was instructed to begin working on a flight
plan assuming a descent engine burn at PC+2 hours with a landing time in
the Pacific at 142 hours. At the time, this plan was tentative but appeared
to be the strongest option. At 68+00 hours, TELMU was instructed to get
the post-PC+2 LM powerdown checklist in shape. At 68+18 . FIDO reported
that the point of closest approach to the moon was holding steady at 135 n.m.
SPAN reported that the procedure to use CSM LiOH cannisters in the IM was
in preliminary form and being reviewed by all areas. CONTROL reported
at 68+40 that he had a procedure available for redesignating the rendezvous
radar antenna out of the way of the Alignment Optical Telescope (AOT)
for use in making an aligrment. At 68+45, the crew was told to remove
the used (M LiOH cannisters from the loop so that they would not swell up
and get stuck. The crew acknowledge this request, but it was not clear
when this procedure was carried out. At 69+30, a meeting with all the
managers was convened in order to finalize the overall mission plan.

The results of this meeting were as follows.

1. The PC+2 maneuver would be performed with the descent engine for
approximately 850 fps, giving us a Pacific Ocean landing at 142+00 GET.

2. An ADT check of the sun would be performed at 74400 to check
the present aligmment of the IM platform. If the AOT check was within
ilo, the present alignment would be acceptable for the PC+2 burn. If the
AOT check failed, then a sun—earth platform alignment would be performed
prior to going behind the moon; and an AOT star check would be perfarmed

while in darkness.
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Other options available at this point were as follows:

1. Perform a PC+2 hour abort burn with the Service Module
Propulsion System for a landing at 118+00 in the Pacific Ocean. This option
was rejected unanamiously as being too risky since no data was available
as to the structural integrity of the Service Module. This option was
put into the category of "last ditch".

2. Jettison the Service Module and perform a descent engine
PC+2 burn to provide a landing at 118+00 in the Pacific Ocean. This plan
was rejected because it would require burning the descent engine very close
to depletion, would require uncovering the heat shield of the CM for many
hours and thereby reaching the hazy area of thermal limits, and because of
the uncertain alignment of the LM platform could require a very large
midcourse correction to get back into the corridor.

3. Do nothing and perform a midcourse correction sometime after
pericynthion in order to get back on the free return corridor for a landing
at 153+00 in the Indian Ocean. This plan was unacceptable since such a
trip time would push the IM consumables very close to depletion. In fact,
it was not clear at this point that there was enough water in the IM to
fly that long. This option would also require landing in an area with a
relatively poor recovery posture. (Although the Recovery Coordinator and
DOD had established that there were 4 U.S. destroyers in the area and
retrieval equipment could be flow in before splash.)

4. A final option was not discussed but was available, and the
crew was already updated (at 59+00) with a pad to make the burn if required.

This option was a DPS burn to very near depletion with the SM still attached.
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This option would provide a landing at 133+00 in the Atlantic Ocean. This
plan had obvious drawbacks, but was given to the crew in the case of a
loss of cammunications and consumables usage too high to stay on the free
return.

The final overall plan was passed to the IMP at 70+53. He confirmed
that he understood the plan and concurred and that he would brief the CDR
when he woke up. At 71+42, RETRO reported that the latest tracking showed
that at 90+00 a 4 fps maneuver would place the spacecraft in the center of
the corridor. The crew was updated with the detailed AOT sun check
procedure at 72+30. The rendezvous radar (RR) redesignate procedure was
also read up at this time in order to move the RR antenna out of the way
of the AOT detent required for the sun check. At 73+12, the RR was
redesignated and at approximately 73+50 the AOT sun check was made with
excellent results. The check indicated a platform misalignment of approximately
1/2°. With this result, a subsequent sun-earth aligrment was not required
and preparation for the PC+2 burn were begun.

The shift handover to the White Team was completed at 74+00 GET.

The major flight control activity on this shift pertained to campletion
of the PC+2 maneuver. The ground rules established for this maneuver were:

1. If no maneuver, stay on free return trajectory with an Indian
Ocean landing at 152:02 GET after a small MCC-5 of approximately 4 fps
at approximately 93+00 GET.

2. No PC#2 maneuver trims were required.

3. If a shutdown occurred during the PC+2 maneuver, a subsequént

MCC would be required with earliest possible execution time of PC+y.
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4, If the maneuver had to be delayed, a PC+i4 maneuver would be
performed at a AV cost of 24 fps with a Pacific Ocean landing at 1u42:46:30 GET.
At 75+35 GET, a PC+2 Maneuver Pad was updated, and the State Vector
and Target Load were uplinked.
At 76+00 GET, a MCC Mission Rules Review was conducted for the PC+2
maneuver.
1. The shutdown criteria for the maneuver were:
a. Thrust chamber pressure = 85 psi on the ground or 77%
thrust onboard.
b. Engine inlet pressure = 150 psi on the ground on 160 psi
onboard.
c. AP fuel/oxidizer greater than 25 psi (based on a ground
call-out).
d. Attitude rate limit, except start transients, 10°/sec and
attitude error limit 10°.
e. An engine gimbal light.
f. Inertial reference system warning light plus camputer
program alarm.
g. A IM guidance computer warning light or control electronic
systems DC power failure light.
h. An inverter light after switching inverters.
2. If an early shutdown occurred, for reasons other than above, the
IM descent engine was to be restarted by ullaging, depressing the engine
start pushbutton and turning on the descent engine cammand override switch.
At 76+16, PTC was terminated and an AOT star check was satisfactorily

completed indicating the platform was still reasonably aligned.
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At 76+49, the crew started V48 maneuver to burn attitude and an AOT
start check at burn attitude was accamplished satisfactorily.

Moon occultation caused IM loss of signal fraom 77+09 to 77+34.

At 77:56:27, the Saturn SIVB impacted on the moon and was recorded
by ALSEP I instruments.

At 77459, the final PC+2 Maneuver Pads were passed to the crew.

At 78+12, IM power up was begun, and it was determined that to maintain
a burn configuration in the LM, it would take approximately 38 to 40 amps.
Also, the crew was advised that PC+2 maneuver ignition time was not
time critical.

Previous planning for PTC was based on the free drift mode to conserve
water, RCS propellants, and power. SPAN did not ooncur that this was an
acceptable PTC mode and further planning on a free drift mode of PTC
ceased at 78+43.

PC+2 ignition occurred at 79:27:38.30 and the burn was nominal. The

PGNS residuals were:

Rl +00010
R2 +00003
R3 +00000

Transearth Coast:

At 79+34, IM power down was initiated except those functions necessary
for PIC. Also a report was received on the radiation envirorment. The
solar flare activity was reported to be relatively low and no problems
were anticipated fram a radiation standpoint.

At 79+52, CAPCOM read up a detailed procedure for establishing PTC
in an attitude of IM roll 0°, pitch 90°. This attitude was-held until

rates nulled to .1 degrees/sec in all axse-at which time a yaw maneuver
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was initiated. While maneuvering to establish PIC, the crew reported
sighting several pieces of material apparently fram the SM. Considerable
time and effort was expended in establishing PTC due to cross coupling
between the roll and yaw azxes. However, by 81+17, rates weee low enough
to complete the PTC procedure.

Crew changeover to the Maroon Team was completed by 82+00, and the
IM was powered down to about 12 amps at 82+37. The consumables status
(except for LiOH) for the first time was clearly campatible with the

landing time including reasonable margins. The consumable status at

84+00 was:
Water 0, Batteries
Total Usable 205. 8# 43.25 1454 amp hours
Rate 3.0#/hr . 25#/hr 12.1 amp
GET Depletion at  152+36 257+00 204+00
Present Rate

Three hours after the PC+2 maneuver the crew still saw loose metal and
particles coming out of SM area. Camera settings to take pictures of these
items were passed up, but few opportunities were expected since it would
have meant waking up the CDR and CMP who were asleep after a long day.

The SURGEON recommended extending the CO2 partial pressure limit from
7.6 mm to 15.0 mm. This was accepted and it was decided to let the IM
primary cannister stay on until this level after which we would start using
the IM secondary cannister. The improvised CM cannisters had been ground
tested and would then be used to verify the configuration.

The FAO was able to keep a rough check of the PTC attitudes by

plotting the earth-moon motions through the Landing Position Display.
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However, it was planned to accept whatever PTC motions ensued unless the
comn loss became intolerable.

A maneuver pad was passed up to the crew for execution at Entxy
Interface (EI)-8hours for a loss of communication case. The time was
picked to allow as much time as practical for reestablishing camm before the
maneuver. The MCC-5 alignment procedure (in general terms) was also
passed up for the first time. This procedure was about the same as that
proposed for Apollo 8 backup and Lovell remembered the general philosophy.

By 87 hours, the following emergency procedures were available,
although most of them were held in the MCC until needed or until a suit-
able time was available for the read-up. (This usually depended on which
crewman was awake).

1. Water transfer fram CSM to PLSS to ascent tank.
2. Main B power-up and integrity check.

3. Entry power-up.

4. M entry battery charging.

5. (M LiOH cannister fix.

The Black Team came on duty at 90+00 with the CMP and IMP in rest period.

The consumable picture remained in good shape and the IM current was
down to about 11-12 amps.

All water sources for IM cooling were being researched and a CSM
checklist (launch) was in wark to assure that all components were off
the main busses and to provide a starting point for the entry checklist.

The MCC-5 time was being changed to 104+00 vice an earlier selected
118+00 time to allow more tracking after the burn.

At 90+09, MCC started reading up the CSM cannister fix to the (MP and

IMP, now awake. Several personnel were going to the checklist meetings
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for the MCC-5 burn and PTC procedures. I advised them of our interest

in getting these checklists early and that the burn checklist should

be read to the crew at least 5 hours before the scheduled MCC-5 which
entailed the new earth terminator aligmment technique. At 91+10, it was
suggested that we arrange to try the PLSS water feed early to avoid getting
into this new procedure at the end of the flight where things would be
busy. This was a good idea, but the procedure called for emptying both
ascent Hy0 tanks first (would take 30 hours). Also, there was a concern that
the descent stage was getting cold and the descent water might freeze by
140400 GET. This later turned out to be not so, but there was enough
justification based on present consumption to decide not to try the PLSS
water transfer which really was not guaranteed to work anyway (maybe not
enough AP to force the transfer).

At 91+20, EECOM advised that North American Rockwell would have a
recomendation in two hours on whether to close the motor switches which tie
the battery busses to the main bus. The M electrical system would then
be controlled with the circuit breakers. Their concern was that the motor
switches might not work at low (M temperatures. Without any evidence as
to the "realness" of .this concern, I personally considered this to be
a high priority--very important subject. Expecially since it could be
done with no attendant disadvantage except the time to do it. I also
felt that this was more important at this time than a main bus B check.

It was easy to check both busses when closing the motor switches, but we

did not have any real evidence of a main bus B problem, per se.
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At 91+53, MCC started to read up the modified launch checklist. At
about this time, RETRO discussed his options for moving the target to
avoid any potential weather problem and we tried to reschedule the
reconnaissance airplanes to get another report by GET 98+00, but their
schedule did not permit it.

At 92+07, control reported that the SHe burst disk would probably
relieve somewhere around 107+00. This was of interest in scheduling
MCC-5 because it was assumed that this event would disrupt any established
PTC.

At 92+46, the (MP finished copying the modified launch checklists
and went over to the (M to establish the configuration. By this time
92+52, both EECOM and SPAN reported that they wanted to activate the
motor switches. Again, I personally was anxious to do this to assure (M
power for entry. At 93+00, the LMP asked about storing urine in the
condensate containers. We should have recognized and reopened the
question of dumping urine at this point, but did not. At 93+28, the 002
partial pressure,was about 7.6 mm,and MCC advised the IMP to configure the
suit loop to use the CSM cannisters. The hoases were extended--IMP hose

to front of LM, CDR hose to tunnel, and CO, was scrubbed down by 94+00.

2
The LiOH considerations immediately disappeared except for later discussions
on when to change cannisters.

At about 93+50, we had another conversation about the landing weather.
Based on the fact that there was no real storm organization, no real

consistency in winds, and the location was forecast to be 5° (300 miles)

away, we concluded that no weather avoidance maneuver was required.
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At 94+30, MCC advised crew of 2 more CB's to be opened for the
modified checklist and the procedure for closing the motor switches and
checking both busses. The (MP reported one of his own deviations to the
configuration as read and that was leaving the H,0 accumulator valve
on Panel 382 in the OFF position; MCC concurred.

The CMP reported 32.3 V on main A, 37.0 on B, and zero battery currents.
At 94+18, the vo}tages were consistent with the existing state of charge
on the batteries and the zero current verified the proper CSM switch
configuration. The circuit breakers were pulled and the motor switches
left closed.

At 94+36, MCC read up the configuration necessary to readout the
DPS propellant tanks because of the concern for a cooling descent stage.

TELMU reported a change in 0, flow rate up to 6.0#/hr at 9u+u4h4 and
an apparent glitch in the demand regulator A. The crew reported no change
of that switch and cycled it closed and back to cabin at MCC request.

The 02 flow rate subsequently remained at the previous value of .2 to ,3#/hr.

The Recovery Coordinator and the Department of Defense representatives
made a survey of additicnal forces available in the Pacific landing area
and at 95+00 had decided to implement a plan augmenting the premission
forces. This new landing area array included another ship which was
positioned at the landing area for the backup entry monitoring systems
and increased the HC-130H aircraft support from 2 aircraft to 4.

Starting at about 95+00 GET, the MOCR operators sumarized their
oconsiderations on the MCC-5 time:

FIDO and RETRO felt they had as good a vector at 104400 as at

118+00 and wanted to execute MCC-5 as early as practical and maximize
the tracking after the MCC.
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CONTROL felt the SHe burst disk might relieve anywhere from 105+00
to 108+00 and probably should not effect the PIC.

Slightly after 96400 GET, it was decided to try to schedule the MCC-5
in the early range of times under eonsideration and near the SHe burst
disk time. Our thought was that the vent might upset the PTC and it
would be preferable to have both the MCC-5 and the vent over while the
IM Abort Guidance System control system would still be up from its use for
the MCC-5. We also wanted to minimize the Abort Guidance System powerup
time because of the consumables.

At 95+03, the crew reported another good "jar" coming out of the other
side of the SM down below window #5. At 95+12, MCC advised the crew of
the expected SHe vent around 107+00 and read up the procedure for powering
the CSM from the IM. This procedure was read up to have onboard for
probable subsequent use and in case of loss of IM communications. The
crew reported the PIC wobble was getting worse,but no corrective action was
deemed necessary.

By 95+47, MCC read up procedures for using the condensate containers
to store urine. By about 96+00 GET, it was evident that there was a strong
interest in obtaining some CSM High Bit Rate telemetry for insight into
the CSM thermal conditions. Twelve amps were expected to be required
since there would be a MSIN station with a 210-foot dish available at 97+30.

A typical hourly summary is listed below.

As of 96+00 GET

H20 Oxygen Battery
Total Usable 173. 44 39.2# 1312AH
Present Rate 2.5#/hr . 25#/hr 11.8 amps
GET Depletion 165+12 252400 207+00

at Present Rate
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Two MCC's would cost about 5 hours of both H,0 and battery power

2
so that H,0 remained the critical consumable with a predicted depletion

2
at about 160+00 GET.

Again in the timeframe around 96+00 to 96+30, I asked TEIMU if
there were any single point failures associated with the IM to CSM power
procedure which would leave the descent batteries deadfaced and unavail-
able. I asked this to assure that any changes we made in this all
important area were well considered. As a matter of fact, I asked three
different TEIMU's this question and got an unquestioning affirmative.
Therefore, I became very reluctant to move into this configuration at
this time, and said so several times on the loop. (It was later determined
on the next shift that the procedure could be modified such that the worst
result of a single point failure would be that ascent battery #6 could not
be removed fram the bus.)

At about 97+00, EECOM reported that calculations showed that the CSM
H, tanks would start venting about now and that was possibly what the crew
reported earlier. He also reported that, based on 6#/man day, the potable
water in the CSM was depleted. These facts were reported to the crew as
they reported particles now fram the descent stage although we could see
nothing to correlate with it on telemetry.

At 97+24, the crew reported that the CSM optics were clear and usable.
Within MCC, we discussed the other potable water sources--(15# in CSM survival
kit, 15# in both PLSS units, 1.5# in Liquid Cooled Garment [L0G1), and people
were working on procedures for drinking the PLSS water. This water was
chemically pure, but not sterile; however, the surgeon was prepared to

allow the crew to drink it, if necessary. At 98+07, CONTROL reported that the
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descent stage was not cooling down as quickly as had been postulated.

In handing over to the next shift, the checklists were pramised for
readup to the crew by 98+40.

The Gold Team came on duty at 98+00 with the major planning for
MCC-5 finished. The burn was scheduled for 105+30 and was approximately
7.0 fps. It was also planned to power up the CSM telemetry for a short
burst of data to analyze the temperature in the CSM. Another consideration
to power up the LM for MCC-5 was the SHe pressure in the descent stage.
The trend of the SHe pressure rise rate was such that it appeared that the
low range of the burst disc would be reached arcund 105+45. This was good
from the standpoint that we would already be powered up for MCC-5 and that
the vent might take place while positive attitude control was available.
This later proved not to be the case as the rise rate decreased, and the
decision was made to go ahead and get MCC-5 behind us and let the SHe vent
during PTC. At approximately 98+30, all crewmen were awake. The crew
reported that the SM venting had ceased at 98+34. A readout of the (M
repress pack at 98+48 was 820 psi. At 99+49, master alarm and battery
malfunction on IM battery #2 was illuminated. The battery voltage and current
were normal. TELMU suspected a battery overtemp and requested the crew to
take battery #2 offline. At 100+00 the procedure for MCC-5 was read to
the crew. It was a derivation of the 30 min Activation Checklist. At
100+16, TELMU stated that he was fairly sure that the battery malfunction
was a sensor problem but that he wanted to leave the battery off for
approximately one hour. At the end of the l-hour period the battery was
again placed online and the battery malfunction and master alarm reappeared.

Since a real overtemp condition would have cooled in this time, TELMU was
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convinced that the temperature sensor was failed closed. The battery was
left online and continued to function normally for the remainder of the
mission, although the alarm continued to reappear sporadically.

At 101+08, the CSM telemetry power up checklist was read up to the
crew, and at 101+38 the MP cammenced the CSM power up. Approximately
10 minutes of data was collected and the CSM was again powered down. All
voltages and pressures appeared to be in expected limits; and temperatures,
in general, were warmer than expected. TEIMU suggested at 103+52 to place
the suit temperature rheostat to the full cold position. This decreased
the flow of glycol to the suit heat exchanger. Normally this glycol is
warm and heats the 02; since the IM was so cold, the glycol was actually
cooling the oxygen caming out of the 0, tanks. Going to full cold
decreased the flow of cold glycol to the heat exchanger and did increase
the cabin temperature slightly. Although MCC-5 was scheduled to occur
at 105+30, the crew was ahead of the timelinejand since the execution time
was not critical, the crew was given the go-ahead to perform the burn early.
The burn was complete at approximately 105+18.

The Maroon Team came on duty at 106+00 and PTC was established in
a gross fashion using the LM Abort Guidance System. The commnications
were satisfactory and any motion at all satisfied the thermal experts.

At 107+00 hours, the spacecraft was within ascent stage capability
(assuming using PLSS 0, and water to supplement).

The SHe was predicted to burst at times between 107 hours and 110 hours.
This became a concern in that it might exceed the maximum gauge reading
and visibility into the pressure status would be lost. Procedures for

venting the SHe were being developed when the disc ruptured at 1937 psi
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(108+54 GET). This caused no problem other than reversing the PTC
roll direction and inparting a slight pitch motion. Since the motions
were not critical from a thermal standpoint, they were allowed to contirue.
The roll rate went up from 18 min/rev- to 2 min/rev which caused
frequent antenna switching. The crew was given an option to not switch
and allow data dropout, but they apparently chose to contimue switching.
At 112+11, the battery A charge was initiated with all currents and
voltages as expected. The CSM meter was used to monitor the charge status.
The Black Team came on shift at 113+00 with the tracking data showing
an entry flight path angle (?(3 of -6.25° (the corridor was -5.25° to

~7.4° with -6.5° desired).
The IMP and QP were resting and the CIR was on watch duty, soon

scheduled for a rest.

At 113+15, MCC advised the crew of the need to tape ancther CSM LiOH
cannister in front of the ones already in use. Both were rigged by 113+56
and the CDR was off duty for a rest. Voltage and current readouts on the
battery A charge were requested every 30 mimutes and the crew provided those
fram the M guages. The consumable picture had long since stabilized and,
even with the additional 8 amps for battery charging, the situation was good.

As of GET 114+00

H20 Oxygen Batteries
Total Usable 1244 34, 72# 1084.7 AH
Percent 2.5#/hr 0.26#/hr 19.2 amps
GET Depletion 163+00 247+00 169+00

at Present Rate
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This was a typical hourly update and subsequent cnes stayed very
close to that throughout the mission.
At 114+30, the FAO reported that the stowage plan was to proceed
from the present configuration and minimize required changes. Another team
of people was working the entry checklist problem and the simulator runs.
At 115+00, there was same discussion about the lack of urine dumps.
I assumed that some previous discussion had addressed not using the M
side hatch or that it had frozen. In retrospect, this was not correct
and we should have advised the crew to use the urine dump.
At 115+40, the CDR relieved the watch and had no questions. The
BAT MAL on descent battery #2 began blinking, and we advised the CDR.
At 117400, MCC requested another readout on the descent propellant tank
temps, and CONITROL reported that no more were needed since the descent stage
was thermally in good shape. MCC also advised the CDR of the upcoming
quantity lite on descent water at 16% and recommended he reset it. At
117+55, CDR reported it was too cold to sleep in the (M. He later reported
that he and the IMP were wearing their'lunar boots and that he, the CDR,
had on a second pair of underwear. At 118+38, TELMU noted a change in
the suit relief valve position. The CDR put it back in CLOSE and
reported that the hoses apparently bumped it.
By this time, it was clear that the ASPO/thermal team wanted some
more CSM High Bit Rate telemetry and that was projected when the MSIN
210-foot dish coverage started sametime after 121+40.
The Gold Team came on duty at 120+00, and the crew was briefed on
the overall plan for the entry power-up sequence at 120+22. After a
general discussion of the entry sequence, the crew added that they would

prefer to fly the entry unsuited, which was concurred with by the ground.
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At 121451, the changes to the IM and CSM stowage lists for jettison and
entry were updated to the crew. The CMP powered up the CSM telemetry at
123+06 for approximately 10 minutes in order to give the ground another
"snapshot" of the CSM data. The CSM continued to look as expected with
temperatures showing a slight drop from the previcus data. At 125+00

the crew was advised of the camera plan for obtaining pictures of the SM
after jettison. The CMP reported that the CSM potable water tank

was empty at 125+419. At 125+34, the readup of the CSM powerup and

entry checklist was initiated. The readup was temporarily delayed by
reproduction problems, and was reinitiated at 126+15. During the checklist
delay, battery A reached full charge (about 20 amp hours had been restored),
and it was decided to go ahead and charge battery B back to full charge.

At 126+03, battery B charge was initiated. The MP reported that the
windows in the (M were coated with water and that he would try to clear
them the best he could prior to SM photography. At the end of the shift,
latest tracking indicated an entry flight path angle of -6.05, requiring

a MCC-7 of 2.7 fps.

The Maroon Team came on duty at 127+00 and read up LM procedures for
power-up and entry.

At 128+05, the IM was switched to ascent water tanks which fed
properly and the crew was told that they could drink from the descent
tank.

At 130+00, the stowage was reported to be satisfactory with a
resulting L/D of .29 (.31 was nominal). It was decided to add M S-Band
power amp to entry list (post-blackout) to allow recovery HC-130's to
track at altitude (Cost -.3ah.).
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It became obvious the crew was unable to rest due to the cold
temperatures and a decision: was made to power up the IM early (133+24).
At the time, the battery and water margin showed a 6.9 hour pad at a
power level of 40.7 amps. The possibility of also using LM window heaters
was discussed, but the crew reported heavy frost on the panes and window
heaters were not used due to the possibility of cracking.

After IM power-up there was time to accamplish a LM Primary Guidance
and Navigation System (PGNS) alignment using the sun-moon technique
which was done with little difficulty.

The White Team came on at 135+03 to conduct the entry. The crew
was in the process of reading out the V06N93 torquing angles at the
canpletion of their aligmment. The MCC-7 maneuver was computed to occur
at 137+39+48 GET (EI-5 hrs), and the AV was -3.35 fps. The LM systems
looked good, the IM Guidance Computer (LGC) erasable memory was verified and
the entry, SM sep and IM jett data was voiced to the crew.

At 136+12, the maneuver load was uplinked to the crew, and the DAP
weights for the CSM and LM were loaded.

The crew initiated (M RCS preheat using IM umbilical power through
CSM Main Bus B to heat Ring 2. (M battery C power was provided to Main
Bus A to provide power to heat Ring 1 and to (M RCS instrumentation to
monitor the preheat.

At about 136+45, we recommended to the crew that we would perform
MCC-7 using the PGNS.

NOTE: This was a change in our overall strategy for the burn.
We had intended to use the PGNS to provide a monitoring
and backup attitude control capability. After looking at

the system, there appeared to be no reason not to use the
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PGNS for MCC-7. It would provide a slightly better
maneuver execution capability. It should be noted that
this maneuver was relatively insensitive, however.

The consumable status at this time was excellent.

M H,0 54.8# remaining
L#/hr usage
13.7 hrs remaining

IM Power 641 AH remaining
38 AH/hr usage
16.5 hrs remaining

RCS 37% usable remaining
Predicted 25% remaining at LM jettisaon

The crew cycled through Program-30 and 41 in preparation for their
burn. In maneuvering into burn attitude, they used PGNS AUTO, which
appeared to have an unusually high duty cycle. We requested them to
use PGNS MIN IMPULSE for maneuvers and PGNS AUTO only for the burn.

After the maneuver to burn attitude, we advised the crew to perform
an Abort Guidance System (AGS) body axis align. At this time, the crew
advised that the PGNS roll and yaw error needles did not null after campletion
of the maneuver. At Ignition - 15 min, after discussions with LM CONTROL
and CAPCOM, T decided to return to the original plan and use the AGS for
MCC-7.

NOIE: The prime reasons-for returning to AGS was the unexplained
problem with the PGNS error needles and the higher than
expected PGNS RCS usage.

The crew selected AGS, accomplished an AGS to PGNS align, and
accomplished the burn at 137+39+48, using the PGNS P-41 for monitoring.
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After MCC-7, the spacecraft initiated the attitude maneuver to S/M
separation attitude. At 137457, the CM RCS was activated and a hot-fire
test was accomplished on all thrusters on both rings.

S/M separation was accamplished at 138+02+00, using -5 fps with
the +x thrusters followed by S/M separation; then .5 fps with the -x thrusters.
The crew then initiated a pitch up maneuver to obtain photographs of the
S/M.

The crew returned to the S/M separation attitude and remained there.

NOTE: The original aligrnment procedure was developed in case
we could not see stars through the CSM optics. It
required 2 IM maneuvers to place the CSM optics field of
view on the moon and then the sun. I believed that this
procvedure would work; however, I believed that it was
worthwhile to first accomplish a reverse docked coarse
alignment, then attempt a CSM normal P-52. Additionally,
the docked coarse aligmment by itself would be adequate
for entry.

At 138+00, the RCS usable remaining was down to 19% and we advised the
crew to minimize further usage. It should be noted that there is a
13% unusable/uncertainty in our capability to gauge the RCS. The onboard
quantities were reading about 32% at this time.

The (MC was powered up and placed to standby at 138+21. At this
time we were still about 2-hours fram powering up the Command Module.

Some minor trouble shooting was accomplished to find a CM Main Bus A
load of 2 amps that was not expected. The entry, weather, and recovery

data was voiced to the crew.
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At 139+15, IM battery 3 was removed fram the line. Its current
output was about 1 amp, indicating it was essentially depleted.

Battery 4 was past its spec lifetime of 400 AH at 139+34 per our
computatians.

At 139+46, the coarse align gimbal angles, based on the SM jettison
attitude were passed to thecrew.

IM umbilical power was removed at 140+10, and the CM power up for
reentry was initiated. M telemetry was activated at 140+24. Due to the
spacecraft attitude, the voice and High Bit Rate telemetry data was very
broken. Several configuration changes were made; however, we were unable
to maintain High Bit Rate data. The Low Bit Rate data was selected to
obtain a better signal margin, and at 140+30, ground command loading of
the C(MC was initiated. Five cammand loads were required to prepare the
spacecraft for entry. These updates took longer than normal since we did
not have High Bit Rate. The erasable memory was dumped, and fortunately
the remote site copied one full iteration of the dump.

The crew completed the coarse aligmment of the CM Guidance System and
proceeded into the fine aligrment which was complete at 140+55. At this time
we cleared the spacecraft to move into the IM jettison attitude. The
CSM GNC Controller identified that he was concerned with the injector
temperatures on the -yaw thrusters on Rings l.and 2 of the M RCS. I
decided not to take action on this request because we would be separating
within 30 minutes, and because the crew had completed transfer to the M.

NOTE: The IM was holding an attitude close to the CM gimbal lock
attitude. I was concerned about any attitude perturbations

that would cause the IM thrusters to start a high duty cycle
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(IM =x impingement on the CSM). We should have examined the
IM jettison attitude more closely to avoid being close to
CSM gimbal lock.

At 141+06, the Retro Officer advised that the IM was not in the correct
orientation for separation. The telemetry indicated that we were yawed
45° North instead of 45° South of plane. The X axis was properly aligned
along the positivie radius vector. I was not concerned, because the
separation was a minimum of 4,000 feet at entry interface and was probably
going to be 8,000 feet or greater. Even though the initial 1ift would take the
spacecraft North, subsequent modulating 1ift would be away from the IM
orbit plane. Therefore, no attempt was made to change the attitude.

The tunnel was vented down to about 2.2 psi at 141+19 and pyro am
and jettison occurred at 141+30. The M almost went into gimbal lock at
IM jettison and the crew had to use DIRECT RCS to keep the CM under control.

The crew performed the sxt star and EMS checks at 141+40, and the
entry pad was read to the crew. Tracking data indicated the reentry flight
path angle had changed slightly to -6.2 degrees; however, we were still
below the lift vector orientation line and we would not have to perturb
the initial crew procedures; i.e., heads down for initiation of entry.

At 142400, the final computer loads were transmitted to the spacecraft.
The current state vector, Z pipa bias and a clock increment update were
loaded, and the spacecraft then went to the moon check attitude. The
Primary Glycol Evaporator was brought on line, the Entry Monitor System
was initialized, and the crew went to their normal entry checklists at

Entry Interface - 20 min when they selected Program 61 in the CMC.
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All spacecraft systems were GO; the moon check was satisfactory,
and the power profile was nominal at loss of signal at Honeysuckle

MSEN station at 142+39,
Voice contact was obtained via the Apollo Range Instrumentation Aircraft

at 142+45; drogue deploy was monitored at 8,000 feet, and main chutes

were sighted via TV at 142+50.
Splashdown occurred at 142+54+47, the recovery proceeded very rapidly,

and the crew was onboard the Two Jima at 143+39+00.
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SECTION IV

ACRONYMS






ACRONYM LIST

AC Alternating Current

AFD Assistant Flight Director

AGS Abort Guidance System

ALG Air to Ground

AH Ampere Hours

AMP Ampere

AQT Alignment Optical Telescope

ARIA Apollo Range Instrumentation Aircraft

BSE Booster Systems Engineer

CAPCOM Capsule Communicator

CDR Commander

CES Control Electronics System

CM Command Module

CMC Command Module Computer

CMP Commend Module Pilot

CONTROL Guidance, Control, and Propulsion
Officer for the IM

CSM Command and Service Module

DAP Digital Auto Pilot

DC Direct Current

DPS Descent Propulsion System

DSC Dynamic Standby Computer

EECOM Electrical, Environmental, Sequential
Systems Engineer for CSM

EDS Emergency Detection System

EI Entry Interface

EMS Entry Monitoring System

Iv-1



FA0
FC
FD
FIDO
FPS

GET
GNC

GUIDANCE

HBR
HGA
HSK

INCO

IP
ISS

LCG

MCC
MC&W
MOCR
MPL
MSFN

NETWORK

Iv-2

Flight Activities Officer
Fuel Cells

Flight Director

Flight Dynamics Officer
Feet Per Second

Ground Elapsed Time

Guldance, Navigation, and Control
Systems Engineer for the CSM

Guidance Officer (CSM and LM software)

Hydrogen

High Bit Rate

High Gain Antenna

Honeysuckle USB Tracking Station

Instrumentation and Communications
Officer (CSM and LM)

Impect Point
Inertial Subsystem
Instrumentation Unit

Liquid Cooled Garment
Lunar Module
Lunar Module Pilot

Midcourse Correction

Master Caution and Warning
Mission Operations Control Room
Mid Pacific Line

Manned Space Flight Network

Network Controller
North American/Rockwell



PC

PC

PCOo

PLSS

PNGS
PROCEDURES

PTC

RCS

s/c
SHe
SLV
SM
SPAN
SPS
SXT

TCE
TELMD

TIG

™

VAN

Oxygen

Plane Chenge

Chamber Pressure

Carbon Dioxide Partial Pressure
Portable Life Support System

Primary Navigation and Guidance System
Operations and Procedures Officer
Pressure/Temperature

Passive Thermal Control

Reaction Control System
Retrofire Officer
Rendezvous Radar

Spacecraft

Super Critical Helium

Saturn Launch Vehicle

Service Module

Spacecraft Planning end Analysis
Service Propulsion System
Sextant

Fuel Cell Condenser Exhaust Temperature

Electrical, Environmental, Extra
Vehicular Systems Engineer for the LM

Time of Ignition
Telemetry
Telemetry
Television

Vanguard USB Tracking Ship
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V SUMMARY FLIGHT
PLAN (54 + 00 GET
THRU ENTRY)

SECTION V

SUMMARY FLIGHT PLAN
(54:00 GET through Entry )
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Booster Systems Engineer (BSE)






GEORGE C. MARSHAL.L SPACE FLIGHT CENTER
HUNTSVILLE, ALABAMA

Memorandum
TO : M. L. Windler, FC DATE: April 21, 1970
MSFC/PM-MO-F/121/70
FROM : Manager, MSFC Flight Control Office,
PM-MO-F

SUBJECT : Apollo 13 BSE Position Report

REFERENCE: 70-FC11-49, subject: Apollo 13 Accident Evaluation Memo #1,
dated April 20, 1970.

The referenced memorandum requested Apollo 13 mission reports for each
position be supplied by April 24. Enclosed is the BSE position report.
This report should satisfy the request in the referenced memorandum. A
more detailed report will be published by May 1, but the details in that
report are not important to the evaluation of the Apollo 13 accident since
they concern only the Saturn launch vehicle. However, copies of the
detailed report will be available by contacting Frank Van Rensselaer,
extension 2716.

R. Scott Hamner

Enclosure

[uod-
PM-MO-F/Van Rensselaer

MSFC - Farm 488 (August 1960)






APPENDIX A

BOOSTER SYSTEMS ENGINEER REPORT

T . van rensselaer

Booster Systems Engineer #1

Approved by: X . M /%"}?"bru,»;..—

R. Scott Hamner
Manager, MSFC Flight Control
Office, PM-MO-F
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BOOSTER SYSTEMS ENGINEER REPORT

PRELAUNCH

All prelaunch commands were successful. The S-IC LOX vent valve could

not be closed for awhile, but a procedure was established which closed the
vent valve. The loss of F4-424 S-IVB LOX chilldown flowmeter was verified.

LAUNCH PHASE

Liftoff was 19:13:00.60 GMI'. S-IC burn was nominal. GUIDO reported a

step input in the crossrange accelerometer. The center engine on the S-II
cut off at approximately 00:05:31 (nominal was 00:07:43). The S-IVB

burn duration was approximately 11 seconds longer than nominal to compensate
for the S-II engine out. The only other additional problem during launch
was loss of F5-404 ™ measurement, S-IVB LH2 chilldown flowmeter.

EARTH ORBITAL COAST AND TLI BURN

This phase was nominal. TB6 was initiated at 02:26:08. TB7 was initiated
at 2:41:37. S-IVB mainstage burn (STDV to TB7 initiate) was 5 minutes

and 51 seconds long (~/5 seconds shorter than prelaunch nominal due to

the longer first S-IVB burn). All indications from the crew onboard
monitoring, thg-tracking data, and the LVDC data indicated that the TLI
burn performance and trajectory were very good. The burn was approximately
4 seconds longer than the pad data passed to the crew. However, the
propellant residuals were comfortably above the 3 o—~level. The crew
reported a vibration during the burn.

TRANSLUNAR COAST

All onboard programmed functions were nominal. A command was sent at
03:03:42 to dump the state vector that was stored onboard the LVDC at
TB7 plus 2 minutes and 30 seconds. Spacecraft separation, turnaround,

and docking all appeared nominal.



The 80° yaw maneuver was commanded at 04:09:01. This was 5 minutes later
than nominal due to a crew request to wait until they had maneuvered

so that the S-IVB/IU was in sight. The evasive burn (TB8) was commanded

at 04:18:00. All Time Base 8 functions were nominal. The midcourse one
(lunar impact) command was uplinked at 05:48:08 and the LVDC stored

data dumped back by command at 05:49:10. The midcourse burn was 217 seconds
long. Tracking data indicated the midcourse burn resulted in an impact
point within the desired 200 KM radius. There was some confusion in

real time regarding which vector HOSC should use for targeting the midcourse.
In addition, there-was some confusion in the MOCR concerning the vector
extrapolated lunar impact point. The onboard systems were monitored

until the data bacame useless. At ~/14:00:00 a 60° pitch change occurred.
This was due to an LVDC clock overflow and the method of software imple-
mentation. One unexplained occurrence was that the accumulated accelerometer
data indicated a gradual increase in AV of approximately 5 to 6 meters/
second from eleven hours into the mission until the LVDC stopped functioning
a little after nineteen hours. This was not confirmed by the tracking

data. A second unexplained occurrence was approximately 11 fps 4V increase
at ~19:17:00 reported by FDO from his tracking data. This was after the
LVDC had stopped functioning so this could not be verified from the accel-

erometer data.

After the lunar mission was aborted and the IM was activated, it was very
difficult to lock up on the IM telemetry. The IM and IU S-band frequencies
are the same. For this mission the IU transponder was active to lumar
impact for tracking purposes. Contingency procedures for offsetting the

IU frequence were worked pre-mission.

CONCLUSIONS AND RECOMMENDATIONS

The Saturn portion of the Apollo 13 mission was successful through lunar
impact. The following anomalies and/or occurrences require further
evaluation:

1. The cause of the S-II center engine early cutoff.
2. The difference between the HOSC predicted TLI burn parameters and the
actual burn parameters (burn time, propellent residuals, etc.).

A-2



The confusion in the MOCR concerning the vector extrapolated lumar
impact point.
The confusion that existed concerning which vector to use for targeting

the first lunar impact burn.
The gradual increase of velocity indicated by the accumulated accelerometer

data after 11:00:00 GET.

The approximately 11 fps AV increase at a19:17:00 that FDO reported.
I recommend methods be investigated on board and on the ground to
minimize CCS/IM communications interference in the event the IM is

powered up on the way to the moon.

A-3
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NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
MANNED SPACECRAFT CENTER
HousToN, TExAs 77058

APR 24 1970

IN REPLY REFER TO: FC5

MEMORANDUM TO: Apollo 13 Flight Director
FROM : FC5/Retrofire Officers

SUBJECT : Apollo 13 Postflight Report

I. Problems/Resolutions.

A. Prelaunch - Recovery reported undesirable weather in part of the
Mode II area. The decision was made to fly over the bad weather.

B. Launch through McC-2 (hybrid transfer) - Recovery reported bad
weather for LO+25, 35, 60 P37 block data. LO+35, 60 P37 block data
was retargeted and updated to the S/C.

C. MCC-2 through PC+2.

1. The CSM suffered a power failure and ECS problems Jjust prior
to 56 hrs GET. These problems seriously affected CSM consumables (CSM
lifetime ), and caused "mission abort" to be executed as a first impulse
lunar flyby at 61:30 to return to a free return trajectory, and a second
impulse at PC+2 to speed up the return and select the recovery area.

2. The flyby maneuver was executed as a minimum fuel burn with
a water landing. However, the roll right backup entry area contained an
island. Since the crew had trained for roll left backup entries also,
non-execution of PC+2 would merely require a roll left constant g -, : -
backup entry.

3. The CSM systems problems included an inoperative SMJC. The
RFO altered previously developed contingency separation procedures to
allow the LM to be used to evade the SM and the LM tunnel pressure for
CM separation from the LM.

4. Prior to PC+2, Recovery reported a storm near the MPL. After
reviewing the target location, it was felt the weather would be good at
landing thus the PC+2 planning continued to the same target.

D. Transearth Coast - Recovery had questionable weather near the
target point. The weather was good at the target point and 1lift during
entry could be used to avoid the weather, thus no weather avoidance
burn was attempted.



E. MC-T7 through Entry.

1. The initialization of the CMC was hampered by communication
problems during powerup. A CMC clock update of T7:26:11,09 was -computed
during low bit rate T™M data. This update was later found to be in error
by .06 sec. This error was corrected at EI-L5 min along with the

state vector update.

2. The CM was 90° out of yaw attitude prior to IM jettison.
Instead of being yawed h5o to the south, it was h5o to the north. Since
the LM closeout was underway, the RFO advised the Flight Director to
Jettison the LM in the northerly direction as the inplane separation distance
would be adequate.

3. The y.. jumped to -6.2° from -6.5° when the post MCC-7 RICC
trajectory was updated. After verifying that the trajectory was the best,
the final entry pad and state vector were sent to the S/C.



IT. Mission Narrative.
A. Prelaunch.

1. During the CDDT, the CMC clock was observed to have a drift.
From KSC readouts, the drift for the CMC clock was determined to be .00069
sec/hr fast. The LGC was determined £o.be .OOOE#nsec/hr*fast based-on a
frequency test. On April 10, 1970, at 10:10 GMT the CMC was biased
.02 sec slow in order that the clock be correct at 1lift-off.

2. Lift-off (T-6) mass properties (wts, cg's, and Aero's) were
generated without incident and loaded in the RTCC by T-2:46 (h, m).

& 3. Recovery rgported undesirable weather for Mode II betweeg
67 W (5:10 GET) and 44w (8:20 GET) for launch azimuths less than 86 .
It was decided to overfly the weather if the systems were good.

B. TILaunch through MCC-2 (hybrid transfer).

1. The GMT of the first motion was 19:13:00.606. The CMC
1lift-off was 19:13:00.65, which was input to the RTCC as GMTLO.

2. The IMU gyro-compassing error (as expected) caused the CMC
to think it was slightly south of the ground track.

3. The crew reported vibration during TLI.

4. The CSM ephemeris was accidently ananhored on a pre-TLI
trajectory. The FDO corrected the problem shortly.

5. ‘The TLI cutoff trajectory had a resulting perigee of 934 n.m.--
later revised to -331 n.m.

6. Recovery reported bad weather in the MPL for LO+25 and LO+35
hr abort RTE block data that was onboard. Present GET was too close to
25 hrs Bo upd%te the LO+25 hr abort. The LO+35 hrs abort was updated to
A = 155 W (10~ east of MPL) to avoid the weather.

7. The pre-MCC-2 (hybrid) return trajectory.
o

7gr = 19
GETL = 155 hrs

8. The MIC-2 AVe bias from GNC was -0.34 fps for the maneuver pad.
The crew EMS AV bias check (pre=MCC-2) was 0.45 AV/30 sec.

9. The T+24 hr telescope data was generated and shipped to all
four stations.

10. The S-IVB predicted moon impact time was 77:51 (h, m).



11. The T+25 RTCC mass propertles were run but an update was
not needed. (P, Y trims were within .01° of ™6).

12. MCC-2 burn parameters: (Docked, SPS, G and N).

Tig 30:40:49.0 30:40:49

ATB  3.50 sec 3.49 sec
c/0 30:40:52.50 30:40:52.49
AVT 23.2 fps 23.2 fps
hpce (postburn) 60.22 n.m. 60 n.m.

C. MCC-2 through PC+2.
1l. MCC-3 was not required.

2. The DPS "burp" burn for SHe pressure considerations was not
needed. DPS trims for this test had been computed.

3. The post MCC-2 TLC trajectory was close to nominal. Therefore,
TLC abort AV's were like the premission values.

4. The LO+6K0 sbort RTE block data maneuver onboard was updated
from MPL to , = 153  due to weather on the MPL.

5. The LOI abort chart update rug in the RTCC went well at
GET = 37:00, The pitch 9 changed from 83 to 82 while the AV curve was
within 10 to 20 fps of the nominal curve. Therefore, the pitch 4 was
all that was required to be updated.

6. About 48 hrs GET, the first RETRO abort/RTE block data status
report was passed to the Flight Director.

7. RTCC (IM burn) mass property decks were updated to ™55 decks.
8. The IM crew went into LM early:
53:26 (h. m) - Crew cleared to start ingress.
5k:25 - IMP had entered IM.
9. MCC-4 was not very probable at 4339 6ED..
10. Crew Report: -2.0° docking 3.
+1.04k7 docking index misalignment

- .953 A docking 9
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11. Generated new telescope data with MCC-2 in it for Bldg. 16.
Data was at RETRO console ready to pass to Andy Sauliets when CSM accident
happened at ~56 hrs.

12. At GET ~55:57 (h, m) the CMC had a restart. A CMC clock
check showed the CMC still in sync with GET. Several CSM problems
started at approximately this time. Specific mission abort plans began.
The first aborts to be looked at were SPS direct aborts with Tign ~58 to
60 hrs because of lunar sphere crossing at ~61 hrs and because SPS
capability was still assumed to exist at this time. MPL/AOL fast return
direct aborts were passed to Flight for review. A flight controller
team change was occurring. The on-coming Retro continued to run abort
plans of a lunar flyby and pericynthian +2 hrs fast return nature as
docked DPS burns. The off-going shift retired to Rm 210 to debrief;
the abort options of a docked DPS flyby and PC+2 fast return nature were
presented. Direct aborts were not discussed because GET was at/or near
sphere crossing time and we apparently did not have the SPS. The best
choice available at this time was to do an MCC in the near future because
the present trajectory was non-free return, and because LM Systems to include
PNGS alignment could support a burn now and may not several hrs later
with as good an alignment. A second impulse (maneuver) was being considered
at PC+2 to control landing time within the LM consumables schedule and
to select landing area. The corisumables budget did not require the
GETL = 133 hrs return to the AOL and would allow the 10 hr later landing
GETL = 143 in the MPL. By the time this status was reached in the debriefing,
activity in the MOCR was already occurring to do a first impulse at
~61:30 to get back on free-return and to be followed by a second impulse
at PC+2 (79+30) to speed up the return and select the recovery area.

13. Immediately after the accident, the following trajectory
options were computed. The weather and recovery ships of opportunity
for these areas were soon made available. The AV capability of the
docked DPS with the SM was 1994 fps and L4830 fps without the SM. The IM
RCS capability with the SM was U4 fps.

Direct Return

Area Tig oV ) \ GETLC Weather Recovery Ships
MPL 60:00 6079 21:058 153W 118:12 Good Iwo Jima
MPL 60:00 10395  26:135 165W 9k4:15 Good Iwo Jims

PC+2 with no flyby maneuver for free return

MPL 79:30 670 11:358 165W 1h2:47 Good Iwo Jima
MPL 79:30 L657 28:268 165W 118:07 Good Iwo Jima
AQOL 79:30 1798 22:485 25w 133:15 Very Good Some

PC+2 with flyby for free return

MPL 79:30 85k 21:385 165W 1ho:h7 Good Iwo Jima
MPL 79:30 4836 12:248 165W 118:12 Good Iwo Jima
AOL 79:30 1997 23:218  25W 133:15 Very Good Some
EPL 79:30 1450 22:165 86:40W 137:27 0.K. None
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14. A PC+2 block data pad assuming no MCC to free return was
uplinked at ~59:00 GET. It was a DPS maneuver at T79:30 GET to the AOL
with a landing time of 133:15 GET. The DPS trim that was passed to the
crew on the PC+2 abort pad was challenged by the IM Control; but, later
they agreed with our data. They had used the premission mass properties
whlch was not the best data available.

15. The LGC clock was updated at ~59:00 GET with a -88:59:32.7k4
sec pad. After this update the LGC was within .05 sec of GET.

16. The options for the free return flybys were computed for
several Tig times for minimum fuel return and targeting to the Indian
Ocean.

17. The plan that seemed to be most acceptable to all was
executing a free return transfer flyby ASAP and then to speed up the return
at PC+2. This plan allowed performing the maneuver with the PNGS since
it was already up. Also, it provided the option of speeding up the return
at PC+2 (79:30) to the MPL with either a 850 fps maneuver landing at
143 hr or a 4830 fps maneuver landing at 118 hr. The PC+2 option decision
could be delayed until the lifetime on the 1lift support consumables
could be determined.

18. After the Flight Director decision to do the free return
flyby MCC, one more iteration on the maneuver was performed to achieve
an impact point in the Indian Ocean. The minimum fuel maneuver had an
lmpact point on Madagascar.

19. The free return flyby MCC was computed as:
TIG = 61:29:42.84, ATB = 30.72 sec, AV = 38.0 fps
GETEI = 151:45, and ¢ = 20:37S and  60:10E

20. The maneuver was computed using a two-jett 10 sec ullage;
but, since the DAP was configured for four-jett ullage, we gave a GO
to use 4 jett ullage. The MOCR wall clock was several seconds in errors;
however, the RETRO clock was right and quickly confirmed the LGC and this
ended the MOCR confusion.

21. On Tuesday, April 1k, 1970, the RFO attended a meeting in
the MCC second floor VIP room with the other flight controllers, ASPQ crew
representatives, and others. The main topic was what PC+2 maneuver
should be performed. The RFO presented the following options for PC+2:



GETT AV GET landing Area ANMC ~at 105 GET SM jettisoned
for 90 error at PC+2

(Pc+1) 4728 118 MPL ~87 fps yes

78:30

(Pc+2) 845 142 MPL ~22 fps no

79:30

(Pc+2) 1997 133 AOL ~50 fps no

T9:30

DPS AV without SM = L4726 35 low
DPS AV with SM = 1977

The RFO presented the following options for trajectory speedup after
execution of PC+2 of 845 fps:

GETI AV GET landing Long SM Jjettisoned
86:30 2899 127 65°E yes
99:30 1100 137 86°w no
105:00 2899 133 250 ves

g§§ 23 ;itﬁogﬁ §¥53899 after PC+2 of 845 fps (3 low)
The return trajectory would have always been within 4 fps of the entry
corridor during the 845 fps PC+2, but was as far as 200 fps away during

the 4728 fps PC+2. Based on consumebles, uncertainties in S/C characteristics
for SM jettison 60 hrs prior to EI, maneuver sensitivities and available
speed-up %aneuvers,the decision was reached to execute PC+2 with 845 fps.
Since a 1  attitude error had a small MCC AV, the decision was

made to relax the IM IMU alignment accuracy and perform a sun check.

A brief description of SM separation and LM jettison sequence was also
presented. This sequence was adapted from procedures developed by the

RFO's for earlier lunar missions and verified by MPAD. The sequence
optimizes separation distances and directions while leaving the entry
conditions unperturbed. The proposed SM separation and IM Jettison timeline
which was also passed to MPAD for verification is as follows:

EI-L  a. MCC-T

(later revised
to EI-5)

EI-3:30 b. Align the LM +X out the radius vector and h5o to the south
(later revised out-of-plane (when SM separation time was revised the
to EI-L:30) out-of-plane was deleted due to change in central angle

of travel).
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c. Perform IM +X 1 fps (later revised to 1/2 fps since -
earlier separation and to allow SM photography).

d. Perform CM/SM separation followed by IM -X 1 fps (revised
to 1/2 fps).

This puts-SM to the south and behind the CM-IM; the EI-4 1/2 SM separation
puts the SM well behind the S/C at entry.

EI-1 e. Align the CM +X axis out the radius vector and yaw 450
out-of-plane to the south.

f. With the IM holding attitude and utilizing the IM tunnel
pressure for jettison AV perform IM jettison. AV assumed
to be 2.5 fps (later updated to 2.0 fps).

g. CM maneuver to entry attitude. This puts the LM south
and behind the CM at entry.

MPAD used thissequence and verified the procedure for several AV's of
separation.

22. Just prior to PC+2, Recovery reported a storm near the MPL.
Based on the storm's predicted position at landing, the PC+2 planning
was not altered.

23. PC+2.

a. Assuming no PC+2 maneuver, MCC-5 AV was ~5 fps to tweak
up the free return trajectory.

b. The final PC+2 pad went to crew at 78 hrs based on GYM 289
vector.

c. PC+2 to the MPL (GETL ~ 143 hrs) was executed on time
as a docked, DPS, PNGS burn. The burn was normal with guided cutoff within
0.13 sec of predicted BT. However, subsequent tracking showed hp high
(~87.4 n.m.) and a MCC-5 AV = 4 to 8 fps at 104 hrs. Postburn tracking
after MCC-5 and MCC-7 also showed a consistent trend of hp significantly
high.

d. PC+2 burn parameters (docked, DPS, PNGS):

Planned Actual
Tig 79:27:38.30 79:27:38.30 Tig
AT, . 4:23.69  h:23.82 AT,
c/0 79:32:01.99 79:32:02.12 Tevent
AV, 861.5 fps



e. The PC+2 confirmed maneuver showed MCC-5 AV at 104 hrs =
~1 fps.. However, PC+2 early tracking showed MCC-5 at 104 hrs = ~4 to 6 fps.

D. Transearth Coast.

1. Around 90:00 GET, the weather in the recovery area was
questioned. The predicted weather at landing was good but with some
degree of uncertainty. However, since a weather avoidance burn would
require the IM PNGS as the COAS could not be facing the earth, and since
the storm could be avoided with 1lift during entry; it was agreed not
to perform a weather avoidance maneuver. -

The uncertainty in the weather was forcing MCC-5 to be possibly delayed until
the uncertainty was.removed. With the weather resolution, MCC5 was performed

as scheduled at 105:30.
2. McC-5.
a. SHe burst was predicted to occur at ~106 hrs.
b. hp without MCC-5 was ~87.3 with GDS 250 vector.
c. MCC-5 AV, ~ (7.83, 7.84) at 105:30 (h, m).
d. May do burn within +30m of nominal Tig for +.1° Ay.
e. MCC-5 was passed to the crew based on GDS 253 vector.
f. Crew burned early ~12.29 (m, s).

g. MCC-5 burn parameters (docked, DPS, manual - COAS to
earth attitude).

Planned Actual
Tig 105:30:00 105:18:31.6
ATy 15 (14 sec DPS + 14 sec + trim
RCS trim)
AV, 7.8 fps 7.8 fps

h. The confirmed maneuver showed Yo = -6.52°.

-6.51° targeted

]

TET

3. Prior to the SHe bursting, there was some concern that it
wouldn't burst. There were several ideas on how to vent the SHe.
Some techniques would retain DPS capability others wouldn't. We recommended
a plan that was finally agreed upon. The first priority was to minimumize
the venting in order to preserve the tracking with no consideration given
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to retaining the DPS capability. The trajectory was well within RCS
MCC capability. The venting was to be performed in the PTC attitude.
If venting in the PTC attitude failed, the next step was to do a vent
during a 10 sec ullage maneuver. This maneuver was to be out-of-plane
using the MCC aligmment technique and alighing perpendicular instead
of parallel to the terminator.

k., The G and C requested a cg for the stack weight without the
SM in the CSM reference. This data was run offline in the RTCC.

5. On Wednesday, April 15, 1970, the RFO attended a meeting to
develop an integrated crew checklist for MCC-T, SM separation, CM powerup,
CMC initialization, IMU alignment, 1M jettison, and entry. From this
10-hr meeting came the EI-8 hr timeline and crew checklist, which included
EECOM, GNC, GDO, RFO, crew representative, and data priority inputs. The
RFO presented the separation sequence with MPAD showing their analysis of
the sequence.

Since the horizon would be dark until just prior to EI, the RFO suggested
that the CM be given a moon check attitude to hold until moonset and

then track the horizon. The GDO discussed the CMC IMU align procedure
which was also incorporated.

These procedures were then tried by the crew representatives who suggested
that MCC-7 and SM separation be moved 1 hr earlier. This was coordinated
among the flight controllers and accepted. The RFO, GDO, and FDO ran
data and generated the necessary pads for the crew to use in their
simulations of the entry timeline. The RFO, GDO, and FDO then ran the
timeline in the RTCC area to check their procedures. An error was found
in the RTCC entry processor in that it could pick the wrong REFSMMAT

for entry. An acceptable workaround was found.

6. McC-6 (116:00:00 GET).

a. An MCC-6 was not required as MCC-7 AV was currently
computed as ~3 fps.

b. Telescope data was generated and passed (all four stations)
with MCC-7.

c. SM jettison was planned at EI-4 1/2 hrs. LM jettison
was planned at EI-1 hr.

d. Final stowage definitions were used to compute entry
aerodynamics at GET a~122 hrs. These entry aeros were loaded in the
RTCC as EOM aero's based on mass properties job 27 (L/D = .29052).

7. On Thursday, April 16, 1970, the RFO attended the final
checklist review. A few inputs were made, but as a whole the checklist
was very close to the one generated on April 15. The checklist was then

read to the crew.
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E. MCC-T7 and Entry.

1. Since the congumables were sufficient, it was decided to
bring up the IM PNGS at EI-8 hrs. The IM IMU was aligned to the earth
terminator alignment associated with MCC-7 at EI-5 hrs. The RFO picked
an alternate target point (50 n.m. downrange from the nominal) which
would have to be used if MCC-T7 was only partially successful and the ¥
was greater than -6.08° (too shallow) forcing a 1ift vector down entry.

2. MCC-7 was passed to the crew as a 3.1 fps retrograde burn to
correct y_. from ~5.99° to —6.510. The IM attitude was about 200 out
of roll ag%itude due to error needle confusion. The LM control gave a "GO"
on this attitude. The RFO gave a "NO-GO", as the inplane component would
have been reduced, and the GDO advised the FD to fly the FDAI to the pad
attitude. MCCT was executed nominally with DSKY residuals of .1 fps.

3. The CM/SM separation was executed with a 1M push/pull maneuver
at 138:25:00.

L. The preliminary entry pad did not get onboard until 138:46:00.

5. About 140:20:00, the RFO generated a CMC clock update when
the CMC TM became available. The proper command load was transferred to
the remote site and uplinked. A correction of -.06 sec was required
at EI-45 min as the initial update was computed on low bit rate. This
update was uplinked with the final state vector uplink. During the CMC
initialization at EI-2 1/2 hrs, the entry targets were uplinked to the
CMC (lat = 21.668 long 165.37W).

6. The IM maneuvered to a IM jettison attitude which was 45°
out-of-plane to the north instead of the south. IM closeout was initiated
without a formal "GO", and, when the attitude error was recognized; the
hatches were being installed. Since time was critical, the RFO advised
the FD to continue IM closeout, and that, although the separation would
not be optimum for a roll right constant g entry; the separation would
be adequate.

7. At EI-1:10 (141:30:00 GET), the IM was jettisoned and the o
radar tracking ingerrupted for processing. The Vo had changed to -6.2
or a change of .3 from the last trajectory. After verification of the
data, the RFO generated a final entry PAD which was sent to the crew as
the state vector was uplinked. The RFO advised the GDO thatoa second
uplink might be required if subsequent data refuted the -6.2 Vrr o
The subsequent data verified the -6.2° and the G and N was given a GO.

8. A sextant star check was performed to verify the entry attitude
and the moon check was successful at moon set.

9. A final v 7 ¥as computed as -6.28°. The S/C was reported
to have landed 1.5 n.Hy short of the target point.
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10, During the recovery, the RFO computed the LM cask IP and
passed this data to the AEC. The support to the AEC will ber covered in
another memo.

B-13



ITI. Recommendations:

1. Observatory telescope data should be transmitted from MCC only

by teletype and not by telephone.

2. The RTCC REFSMMAT identifiers should include vehicle nomenclature.
Also the entry processors should have the caepability to reselect the

desired REFSMMAT.
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NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
MANNED SPACECRAFT CENTER
HousToNn, TExas 77058

IN REPLY REFER TO: F(5 APR 24 1970

MEMORANDUM TO: Apollo 13 Flight Director
FROM : Flight Dynamics Officer

SUBJECT : Postflight Report

I. Problems/Resolutions.
A. Prelaunch.

1. During the T-5 hr trajectory run, no valid data was received
from VAN. The problem was eventually traced to the VAN CDP. An unsuc-
cessful attempt was made to correct the problem by going with the 507
tape. The problem was not corrected.

2. The IP reported a problem with its ALDS interface during the
T-5 hr run. No effect of this problem was noted at MCC. It was reported
that the problem was procedural and was due to a work-around required to
support a sim run. No further action was taken.

B. Launch through MCC-2 (Hybrid Transfer).

1. At T-2 hrs, the VAN CDP problem still had not been fixed. The
effect of this problem was that the VAN would not be able to transmit high
speed data to Houston. This condition continued through launch.

2. At o 5 mins 30 secs into the launch phase the SII center engine
shut down early. This caused a subsequent delay in the achievement of
SIVB to COI and SIVB to orbit conditions as well as a delsy in SIVB shut-
down. No other trajectory anomalies were noted.

3. All earth orbit activities were normal with the exception of
the tracking sites available for the CSM pre-TLI state vector update. All
tracking data was to be terminated at 1:37:00. During this States pass
the TEX data was unacceptable due to a "header coding error". The problem
was resolved as being a "cockpit error" by the TEX site personnel.

L, The SIVB LOX dump and evasive maneuvers were input to the
RICC at 3:46:00. At this time, the Selects requested that the 2:59:00
zero AV maneuver (used for CSM separation attitude definition) be moved
back to TLI cutoff. Dynamics was so instructed, however, TLI was moved



instead. This resulted in the ephemeris, re-anchoring on the pre-TLI CYI
vector. This situation was ultimately corrected by deleting TLI and
re-anchoring on CCHUO8. (The consequence of this was to "turn on" the
RTCC pre-TLI vent model. With this vent on, and unknown, later impact
point evaluations with MSFC would not compare. It was not until 24 hrs
later that the "vent on" situation was noted as having invalidated impact
point comparisong)attempted prior to a GET of approximately 6 hrs.)

5. At x 5:50:00 MSFC stated they had targeted the first SIVB
McC (Tig v 6:04:00) using the BDAX36 vector. The usage of this vector
was not as agreed to preflight nor as was done during simulations. It
was our understanding that a "reconstructed vector" representing TLI, LOX
dump, and the evasive maneuver was to be used for the first SIVB MCC.

6. The Selects reported seeing a small "glitch" in the SIVB

€ P :
tracking that had occurred at asbout 13:42:00. No explanation of this is
available.

T. At iy 24:38:00, MILX99 showed the SIVB impact to be 0.210N,
31.79°W with impact at T77:58:37. At ~ 19:17:00, the Selects noticed
another "glitch" in the data. MILX99 represented all data after this
occurrence. A vector comparison of the pre and post "glitch" vectors
yielded:

a. A = 5.L45 fps.
b. Av = -2.65 fps.
c. Aw = -9.80 fps.

No real explanation was available for this glitch, but it was theorized
that the SIVB expended a significant amount of energy from perhaps an
unscheduled vent.

C. MCC-2 through PC+2.

1. During the second day of the mission, the command computer at
HSK/NBE went "red" which necessitated using 30-foot sites as two-way
when the Pacific triad was in view. Although the command computer did not
go "green" until the fifth day of the mission, HSK/NBE continued to support
as a three-way site. (See the Network Controller's postflight report for
further details.)

2. After the spacecraft contingency arose and the crew transferred
to the IM, a problem was found in receiving IU and IM tracking data simul-
taneously. A premission plan with modifications was initiated with the
results being that valid IM data was received. (See the Network Controller's
postflight report for further details.) It should be noted that it took
approximately U hrs to obtain satisfactory IM data.

D. Transearth Coast.- The SHe vent caused considerable effect to the
spacecraft PTC mode, but had little observable effect on the doppler



residuals. Three hrs later, however, a .l fps maneuver was input to the
MPT in an attempt to model the SHe vent to facilitate data processing.

E. MCC-T through Entry.

1. The SM separation maneuver, executed at e 138:02:00, was to
have imparted zero effective AV to the IM/CM combination by usage of the
"push/pull" sequence. However, the "pull" maneuver "netted" ~ -1 fps to
the IM/CM.

2. Just prior to IM closeout, and subsequent Jettison, the
crew was to have maneuvered the IM/CM to an attitude which would have
resulted in jettisoning the IM "up" and to the "south" (relative to
the CM). The crew did not have the stack in this "desired" attitude but
a check on the relative separation of the CM and IM at EI showed sufficient
downrange clearance though the IM would then be to the north of the CM.
This was not as desired, but was acceptable, and mention was made to the
FD but not to the crew.

3. The vector utilized to generate the final entry PAD data was
GWMX307 which included only those data after MCC-T7. This vector indicated
an entry flightpath angle to -6.2°, thus confirming the "shallowing" trend
that was observed following MCC-T7. However, as early as the PC+2 maneu-
ver, this constant "shallowing' of the entry angle was observed. This
forced MCC-5 as well as MCC-T7. No known explanation is available but
with the crew's report of continual "streeming of particles past the
window" it is probsably that a continual "vent" was in progress. Addition-
ally powering up of the IM required the IM water boiler, which is "pro-
pulsive" in operation. Further, all attitude maneuvering was accomplished
by using the IM translational Jets. Considering these possible perturbations,
it seems reasonable to assume one or all could have been responsible for
the shallowing of the flightpath angle.



II. Mission Narrative.
A. Prelasunch.

1. The prelaunch phase was essentially non-eventful. The 5-hr
trajectory run was good with the exception of VAN and an IP problem which
was caused by a procedural error in prepering for the sim runm.

2. A second run was planned to exercise the VAN but was scrubbed
because the VAN was still down and the IP problem was satisfactorily
explained.

3. The remainder of the prelaunch phase went as planned with
no significant problems.

B. Launch through MCC-2 (Hybrid Transfer).

1. During launch phase the SIC stage of flight was naminal.
During SII flight the center engine shut down early which had the effect
of "slowing down" all trajectory "milestones".

2. Insertion was nominal with the IU vector being used to transfer
to orbit phase.

3. An IU vector was "saved" at insertion and shipped to MSFC for
their analysis; this vector was ICHUOL.

h, At 2 T+1:00:00 the RTCC J-2 engine model was updated in accord-
dane with the predicted values as supplied by the BSE. They were as
follows:

THRUST (IBS) FLOW RATE (IBS/SEC)
169,696 394.235 before PU shift
200, 606 469.546 after PU shift

5. After the NO TLI acquisition dats had been sent to the Network
the second opportunity TLI was generated in the IM ephemeris. Tig was
4:04:1L4 (based on CYI3).

6. The interrupt vector that was established with all States
data prior to 1:37:00 was GYMS9. This vector was uplinked to the space-
craft prior to TLI.

7. TLI was frozen on ICHUO6 which was the last IU vector available
prior to TLI.

8. Following TLI cutoff, HAW was requested to provide high speed
data such that another source of trajectory information would be available
for "best TLI cutoff" vector determination. The choice of the best post-TLI



vector was augmented by use of residual data from the Select. Of the
three dynamic vectors available (IU, CMC, high speed) the residuals were
truncated on HSRC (high speed cutoff) and the IU (ICHUO8) vector. The
residuals on the CMC (CCHUO8) were T7. CCHUO8 was used to update the
ephemeris as our "best" definition of TLI cutoff.

9. Shortly after TLI cutoff, we received MSFC's best estimate of
the post-TLI conditions ("IFT TLI BEST").

10. N 4:20:00, the Selects had collected enough data to build
another vector %DA 36) which could be used for further trajectory source
evaluation. This vector campared somewhat favorably with the current
ephemeris (CCHUO8) in that the MCC-2 AV on CCHUO8 was 23 while that of BDA
36 was 17 fps. In addition, this vector and impact data was sent to MSFC.
BDA 36 showed good component agreement with the MSFC "IFT TLI best" vector
which was stored in the RTCC as LIHUOl. The BDAX36 vector was trans-
mitted to MSFC along with the information pertaining to its verification
of the exactness of LLHUOl.

11. The spacecraft ejection, SIVB LOX dump and SIVB evasive
maneuvers were all input to the RTCC.

12. The tracking data following the first SIVB MCC was sent to
MSFC as GWMX53. This vector indicated no need for a second SIVB MCC as
the impact point was within acceptable limits.

13. At ~ 10:30:00 the G&C's informed us that the AVc bias was
-0.34 fps.

14, At v, 11:00:00 the SIVB vector (NBEXTL) showed the impact

point to be 8. 149°s x 29. 53%. This vector 8nd $mpact informetiencr
was sent to MSFC.

15. At iy 14:30:00 the SPS single bore engine values were loaded
into the RTCC as the MCC-2 maneuver would not be long enough (burn time)
to nhye two banks of ball valves.

B 16. At v 14:35:00 NBEXT8 indicated SIVB impact to be at 10°:34'S x
287 :26'W.

17. At A 20:33:00 the SIVB impact point was updated to 8° :35'S x
33°:54'W with impact at TT7:51:32 based on RIDX91.

18. At ~ 24:38:00 MILX99 showed the SIVB impact point to be

N
0.21°N x 31. 79°W with impact now at T77:58:37. (See Problems and Resolutions,
Section I.B.).

19. At 29:30:00 MILX108 indicated SIVB impact at O.932°N X 29.53°W
with impact at TT7:57:37. This information and vector was passed to MSFC.

20. MCC-2 (hybrid transfer) was executed on time and was nominal.



C. MCC-2 through PC+2.

1. The final update to the SIVB gghemeris was on HAWX199 and
predicted the following information:

a. GETIP = TT7+56+45.62.

b. ¢ IP = 2.156°(8).

28.217°(W).

c. A IP

2. As a result of the contingency, a free-return lunar flyby
maneuver was executed using the DPS at 61:29:42.84. The flyby was targeted
for an Indian Ocean splashpoint at approximately 152 hrs GET. The maneuver
was executed nominaily. (See the maneuver summary for details.)

D. Transearth Coast.

1. A DPS maneuver was executed approximately 2 hrs after pericyn-
thian arrival time. The maneuver was targeted to achieve an MPL landing
point. Final PAD and NAV were generated on GWMX289. Execution was
nominal.

2. The MCC-5 execution technique presented two significant problems.
These concerned alignment of the AGS and the burn monitoring technique.
AGS alignment was accomplished using COAS sightings on the earth. Essen-
tially, the spacecraft +Z axis was aligned along the local vertical and
the +X axis was placed retrograde along the local horizontal. This tech-
nique was modeled in the MPT using an OST REFSMMAT that duplicated the
alignment and manually iterated on AV,, to achieve the desired y_.. The
RTE computed maneuver gave the first guess AV and only small chahges were
required to compensate for the 8° difference between the RTE desired
thrust direction and the true thrust directly obtained from the space~
craft alignment. The Manual guidence mode in the MPT was utilized to most
correctly model the maneuver.

The monitoring technique was developed using two basic assump-
tions. First, though the AGS should perform nominally, it might not due
to the low temperatures to which its accelerometers had been subjJected.
Secondly, the RTCC burn time prediction was considered to be accurate after
analysis of the PC+2 maneuver data. Considering these two points, it was
decided to manually terminate the burn at PAD AT_ minus 2 second and let
MCC advise on the trim procedures. If the AGS appeared off-nominal, only
2 seconds of +X RCS would be required to achieve the proper burnout condi-
tions and in no case should the undesirable use of -X RCS be required. At
the end of the maneuver, however, a "GO" to trim the AGS was given as it
gppeared to be functioning nominally.

3. The crew had enough difficulty in establishing PTC that it
was deemed desirasble to minimize the time delta between MCC-5 and the
SHe vent since both events would probably effect the PTC. Thus MCC-5 was
set at 105:30:00 which was % hr prior to the predicted SHe vent.
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4, MCC-5 was scheduled at 105:30:00 with the final maneuver data
being computed on GDSX252. Execution was naminal with the exception of
Tig, which was so insensitive that the crew was told to execute the maneu-
ver whenever they felt ready within PAD Tig + 30 mintues.

E. MCC-T through Entry.

1. At 135:10:00 the PNGS was being '"brought up" with consideration
then being given to doing a PNGS P-41 midcourse maneuver.

2. MCC-T was executed under AGS control. The burn was campleted
satisfactorily and no trimming was required.

3. ©SM separation was executed as planned with the exception of
the AV imparted to the CM. (See Section I.E., Problems and Resolutions.)

L. The tracking data following MCC-7 again reflected a "shallowing
trend" in the y_.. This was noted and work continued based on the pre-MCC-T
vector and the confirmed MCC-7 and separation meneuvers. (See Section I.E.)

5. The crew photographed the SM and continued with the CMC
powered up and IMU alignment.

6. CM/IM SEP occurred a little early and with the AV's as follows:
a. IM (body) Xn -0.75, ¥ = -0.25
b. M X i -1.0
T. Tracking data was interrupted just prior to IM SEP with the
final entry PAD based on this data (GWMX307) and the confirmed CM/IM SEP

maneuver.

8. The following is a summary of the vectors/entry flightpath
angles that were observed priprrtoo entry:

VECTOR FLIGHTPATH ANGLE
CROS 312 -6.22
GWMS 315 -6.23
CROS 320 -6.27
NBES 321 -6.28
NBES 323 -6.295
CROS 325 -6.295
HSKS 331 =6.292
HSKS 333 -6.289
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VECTOR

HSKS 335
HSKS 338
HSKS 3k40

HSKS 3k2

FLIGHTPATH ANGLE

-6.288
-6.289
-6.29

-6.289

9. Following spleshdown the IM cask aerodynamics were input to
the RTCC, and the post-IM/CM SEP data was processed to determine the "cask"
IP's. These IP's wiil-bé publisheddtinwa .seperate memorandum:

Enclosures 2

ce:
FC/E. F. Kranz
J. W. Roach
M. F. Brooks
Branch Chiefs
FC5/J. C. Bostick (26)
FS5/J. R. Garman
FC/Flight Directors

/

N\ JayM. Greene
!.-
o .
S

‘ /ﬁ/ Dav‘ld Reed

: ‘A)Lﬁﬂnaxaa. MA . f553¥o<x$:L

William M. Stoval, Jr.

/«/M/é’m 7z

William J. Boone, IXI
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NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
MANNED SPACECRAFT CENTER
HousToN, TExas 77058

IN REPLY REFER TO: FC5 APR 24 1970

MEMORANDUM TO: Apollo 13 Flight Director
FROM : FC5/Guidance Officers

SUBJECT : Apollo 13 Postflight Report

I. Problems/Resolutions.

A. Prelaunch - There were no anomalies experienced during the
prelaunch period.

B. ILaunch through McC-2 (hybrid transfer).

1. During powered flight to earth orbit insertion, a slight
crossrange and downrange error developed between the IU and CMC.

Post earth orbit insertion analysis verified a definite but acceptable error
in the IU navigation state.

2. During the P23 operation, the OCDU fail inhibit bits were not
reset during the optics mode switching.

The crew performed the appropriate reset procedure provided by the ground.
C. MCC-2 through PC+2.

1. At 55:55:40 GET, a restart occurred in the CMC caused by a
power glitch. The CMC vectors, clock, and REFSMMAT were checked and
found to be good.

2. In advance of the PC+2 hr maneuver, it was decided to verify
the accuracy of the current LM platform alignment. Such a verification

of the alignment would allow waivering a P52 and conserving LM RCS.

To adequately check the alignment, it was decided to instruct the LGC to
point the IM AOT at a celestial body and have the crew indicate how well
it was able to achieve this.

D. Transearth Coast.

1. ©Since the LM had been powered down after the PC+2 maneuver,
a method of executing the midcourse had to be determined.

A procedure using earth terminator aligned on the horizontal line of the
COAS was developed.



E. McC-T7/Entry.

Problem - Powering down both IM and CSM G and N's necessitated
alternate methods for executing MCC-7 and subsequently aligning the
CSM platform for entry.

The approach proposed for MCC-T7 execution and CSM platform alignment

followed two constraining guidelines. First, minimum reliance on

the LM was desirable due to possible consumable problems, and secondly,

the technique shouldn't require stars since they might not be adequately
visible without use of auto optics. With this 1n mind, a plan was

formulated requiring only AGS body axis align and attitude control capability,
and the use of moon and sun as celestial targets for the CSM alignment.

The plan also allowed a good deal of flexibility if extra capability

became available, such as the LM PGNCS.



II. Mission Narrative.
A. Prelaunch - No problems.
B. Launch through MCC-2 (hybrid transfer).

1. During powered flight to earth orbit insertion, a slight
navigation error developed between the IU and CMC. This gave the
following differences between the two navigation sources at insertion.

AX (dowvmrange) = 6.18 fps
AY (crossrange) = -7.67 fps
AZ (radial) = 1.56 fps

The crossrange error buildup started as a step function in IU crossrange
velocity at lift-off of approximately 2.6 fps. Thus indicating the

IU out-of-plane accelerometer had sensed a false acceleration right at
lift-off. DPost-insertion orbital parameter comparison between MSFN and
IU confirmed both the out-of-plane and downrange error. The downrange
error accumulated during powered flight was attributed to an IU scale
factor or pipa bias. The latter would seem likely since the error is
more linear than non-linear with time. Comparison between MSFN and IU
at the pre-selected time was as follows:

GET 00:56:00 ARV (downrange position) = +8059.6 ft
M (semi-major axis) = ~.679 n.m.
AL S (crossrange velocity) = 12 fps
GET 01:45:00 ARV (downrange position) = +63509 ft

Na (semi-major axis) = 1.257 n.m.

Awmax (crossrange velocity) = 15 fps

2. During the P23 operation, the OCDU fail inhibit bits were not
reset during the optics mode switching. The possibility is a known
program anomaly and was described in Colossus 2D program and operational
note 1.2.1 (b.). Briefly stated, if a restart occurs (due to POODOO,
bailout V37, or hardware cause) during certain portions of IMU or optics
mode switching, certain fallure inhibit bits may remain set, preventing
the program from sending appropriate alarms if a genuine failure occurs.
During optics mode switching after the optics have been in zero for 33
cycles of ThRupt (15.84 - 16.32 seconds), the OCDU fail inhibit is
left on for an additional .4 seconds. A V37 was executed during the .4
second interval which prevented the OCDU fail inhibit bits from being
reset. The crew performed the appropriate reset procedure (V25 NOTE, 1331E,
7E, E) provided by the ground.



3. MCC-2 - State vectors and a target load were uplinked at
28:50. The maneuver was executed as follows:

Planned Executed
Vg IMU X = -18.22 Vg IMU X = -18.3
Y = -13.20 Y = -13.0
Z = -5.51 Z=-5.3
TIGN = 30:40:49.00

C. MCC-2 through PC+2.

1. At 55:55:40 GET, a restart occurred in the CMC caused by a
power glitch. The CMC wectors, clock, and REFSMMAT were checked and found
to be good.

2. At the point that ECCOM estimated that only 20 minutes of
power remained in the CSM, it was decided to bring up the IGC and do a
docked alignment. This was completed on CM battery power. The LGC
is unable to navigate in cislunar space, and how to handle state vectors
and target loads became our biggest concern. It was decided to make
sure that the RTCC vectors were in the earth sphere of 1nfluence, and that
the state vectors uplinked to the ILGC would be timetagged at T N - 30,
which is the time the LGC would have to integrate the vectors %g any
burn program. Also the external AV components must be in the same
sphere as the vector. A state vector, target load, and REFSMMAT were
uplinked. The free return maneuver was executed as follows:

Planned Executed
Vg IMU X = -37.89 Vg IMU X = -37.71
IMU Y = +2.96 IMU ¥ = +3.02
IMU Z = -1.21 IMU Z = -3.93

Tran = 61:29:42.84

3. PC+2 Planning and Execution - The IM platform was aligned
to the CMC using the docked alignment procedure at 58+40+00 GET. The
free return maneuver was executed using this alignment. Since no stars
could be seen by the crew, it was decided to perform a sun check prior
to going behind the moon, to determine if a P52 would be required while
on the backside. It was desirable not to have to do the P52 to conserve
IM RCS propellant. Real-time evaluation of the PC+2 hr maneuver with
attitude variation indicated that an attitude within +1° of desired
would be adequate. Based on this limit, a test, to see if the ILGC knew



its inertial orientation well enough, was developed. A ground derived
unit vector for the sun at GET T4:00:00 was provided for input to P52

to allow orientation of the AOT at the sun as if marks were to be taken.

A ground sun vector was provided because the current LGC ephemeris knowledge
was unknown with no telemetry available. P52 was chosen over V49 because
it performs a two-axis versus a three-axis maneuver and achieves attitude
more quickly. The sun subtends an arc of 0.5 which indicates that if

the center of the AOT, at the completion of the maneuver, was off by more
than two sun diameters an equivalent platform misalignment of 1~ exists.
The sun check revealed that the LGC was able to place the AOT reticle
center within .66 sun diameters of the desired deviation. This equates

to a platform misalignment of .33 assuming perfect attitude control
within the deadband. Also a gross star check was made on the backside

of the moon. It also confirmed that the LM platform was within acceptable
limits to execute the maneuver without.a R52.

L. MPAD ran some window and AOT VIEWSAT T , and this data
was passed to the crew. However, this data could £g¥ be verified in the
RTCC and Flight was advised that it was probably wrong. MPAD reran
the data and discovered that they had made an error in inputing the
REFSMMAT to their processor. This time they came up with the center
of the moon on the 14 mark on the LPD at burn attitude. This was verified
in the RTCC, and the data was read up to the crew for a burn attitude
check. It was estimated from the sun check that the platform was misaligned
approximately 1/20. Based on the best vector prior to MCC5, the burn was
probably executed with a pitch attitude error of approximately l/h .

The PC+2 maneuver was executed as follows:

Planned Executed

Vg IMU X = +743.08 Vg IMU X = +742.21 AGS X = 858.7
IMU Y = -ho6.k2 Y = -425.88 ¥ = 18.5
IMU Z = +90.84 Z = +91.0k4 AVT = 858.9
T

IGN = 79:27:38.30

D. Since the crew could not find stars in the AOT before going
behind the moon prior to PC+2, a method of executing the midcourse
maneuvers was recommended using the earth terminator aligned on the
horizontal line of the COAS with the COAS mounted in the FWD window
looking down the IM +Z body axis. The sunlit part of the earth could
be placed in the COAS as shown below for either a posigrade or retrograde

burn:
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+X f+x

+Y +Y

POSIGRADE RETROGRADE

MCC-H5 was executed with the AGS body axis aligned using the retrograde
alignment. A REFSMMAT OST 009 was computed that was equivalent to the
above alignment, for use by other MOCR positions and by MPAD in their
processors. AGS addresses L4OL, 405, LO6 were loaded with zeros. The
burn was monitored by 470R. The AGS accelerometer drift at 'I'I N, Was
determined to be -.2 fps. The burn was cutoff by the crew at g.h fps
and trimmed to 7.6 in 470.

E. McC-T7/Entry.

1. To provide an attitude and burn monitor reference for MCC-7,
the AGS was to be body axis sligned when inka known. inertial orientation
This was done by making celestial fix on the earth,using the terminator
cusp to set up an inplane posigrade or retrograde attitude dependent on
the actual MCC-T7 maneuver. From this point on through CSM entry
preparations, the AGS MCC-T7 alighment was to be maintained.

2. Alignment of the CSM would then be performed as a LM to CSM
course alignment using the AGS MCC-7 alignment as the IM alignment. The
AGS MCC-T7 alignment can be and was equated to a REFSMMAT by the ground.
Tre CSM coarse alignment to a MCC-7 REFSMMAT would then be followed by
an alignment to the desired entry REFSMMAT through a CSM P52, optic 1
using the moon/sun as fine align celestial targets.

3. Implementation of the above process applied use of ground
computed data based on a knowledge of the AGS MCC-T7 alignment. Using
the AGS driven FDAT as an attitude rgference, tw0<gets;of FDAY angles to
point the CSM optics, with shaft = O /trunnion = 0", at the moon and
sun respectively, were computed. For the moon attitude equivalent, CSM
coarse align angles were computed. Once at moon attitude, coarse aligned,
and with that equivalent alignment loaded in memory as the "actual" REFSMMAT,
a P52, optic 1 is executed switching to the entry REFSMMAT which has been
placed in the "preferred" memory location. Marks made after coarse
aligning to the entry REFSMMAT in optioni l.areuperdoomedoon. themoon:and
sun respectively with a IM attitude maneuver to the sun between successive marks.
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4. Several hours prior to MCC-7, it was decided that sufficient
LM consumables existed to power up the LM PGNCS as well as AGS. As
pointed out previously, the addition of the LM PGNCS was compatible with
earlier preparations.

5. Just prior to the IM PGNCS alignment, an AGS body axis align
at a known inertial orientation, with respect to the earth, was performed.
The LM was then coarse aligned to this AGS orientation with the equivalent
REFSMMAT being stored as "actual" in LGC memory. Since this initial
orientation was not that originally planned for MCC-7 and subsequent .
activity, a P52, option 1 was set mp in'the LGC'torrealign’'to the dedived
MCC-7 alignment. Celestial marks made after coarse aligning in P52
were executed on the moon and sun since star visibility via the AOT
wasn't acceptable.

6. With a fully operational LM PGNCS available, it was initially
decided to perform a normal LGC burn for MCC-7 with AGS as backup, but
not targeted via external delta V. However, just prior to the burn,
with the PGNCS fully configured for a guided burn and near burn attitude,
it was decided to use AGS instead of PGNCS control. This decision was
based on current LM RCS usage. Attitude control modes were changed
during this time period causing two confusion factors. The actual 1M
attitude drifted away from burn attitude in yaw and roll, and the crew
reported that the yaw and roll error needles weren't nulled. Instructions
were given to maneuver to burn attitude via the FDAI, leave the PGNCS in
P4l as if it were to do the burn, go to AGS control, and complete the
burn by body axis aligning at burn attitude and selecting attitude hold.
The burn was performed substituting an AGS to PGNCS align for body axis align.

Planned Executed AGS

Vg IMU X = +3.02 Vg IMU X = +2.91 470 = +2.8
IMU Y = +0.44 Y = +0.4k
IMU Z = +0.07 7 = =0.05

Tray = 137:39:48.40
7. After completion of MCC-7, the vehicle was maneuvered to SM

separation attitude using IM FDAI attitudes. It was decided to vary the

original CSM coarse align procedure and use the SM separation attitude

rather than the moon sighting attitude. This was done in anticipation

that stars might be available for the CSM P52, and the two LM attitude

maneuvers for moon and sun sightings could be eliminated. CSM coarse

align angles equivalent to the SM separation attitude were thus substituted

by the ground for the original angles at moon sighting attitude. The

moon and sun FDAT attitudes were held in reserve until it was certain that

the crew would be able to see stars near the SM separation attitude.
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8. The CMC was powered up with the IM at. SM separation attitude
and appropriate erasable loads put in prior to the glignment sequence.
These were a state vector, time increment, "asctual" REFSMMAT, and "preferred"
REFSMMAT. The alignment sequence was started and completed substituting
stars for the moon and sun marks.

9. During the CSM alignment sequence, an unexpected program
alarm 220, IMU not aligned, occurred. It can be explained by the fact
that the REFSMMAT flag wasn't set prior to entering P52 as described
via the modified checklist. The error was corrected and no further anomalies

were experienced.
o~
”M(c‘%ar C{‘/ o{&u/néu

Williem E. Fenner
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Maroon team

Kenneth W. Russell
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NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
MANNED SPACECRAFT CENTER
HousToN, TExAs 77058

IN REPLY REFER TO: “AY 1 ] ?970

MEMORANDUM TO: Distribution
FROM : Apollo 13 EECOM's

SUBJECT : Apollo 13 Post Mission Report
Attached i1s an addendum to the Apollo 13 EECOM Post Mission Report.

Also, correct typographical error on Page E-2, second paragraph from
page bottom: 224.5 psia vice 224.5°F.

- Seymour A. Liebergot {

FC33:SALiebergot:elr






I. SYSTEMS

A. GENERAL COMMENTS

1. An improvement of 0.15 volts was noted in fuel cell performance as
the result of the scheduled 02 and H2 purges. This improvement can be accounted
for based on the prelaunch cryogenic purities and was considered normal.

2. Battery charging was successful. The cryo 02 tank anomaly resulted
in additional usage of battery A energy, but the total energy was restored to
118 a-h with IM support before entry.

3. Battery energy margins during entry were maintained approximately
20 a~h above the established redline. There were 28 a-h remaining at splash
(based on 4O a-h batteries) which would have provided one uprighting and
approximately 20 hours on the water.

L, TFor entry, Battery C was tied to both main busses while batteries
A and B were on Main Bus A and B, respectively. Battery C was assumed
depleted at 10k feet leaving batteries A and B to support sequential system
and RCS dump events.

5. Fuel cell load sharing in the "split" main bus configuration was
as predicted prelaunch; i.e., FC 1 and 2 each at 32 percent, and FC 3 at
36 percent.

6. Waste water dumps were performed per flight plan with no problems.

7. The primary coolant loop performed nominally when in operation.
The loop was powered up with evaporator for entry and provided more than

adequate cooling since the CM was already chilled down.

8. The COp partial pressure transducer appeared to give reliable
readings. LIOH cannister changes were reflected by the sensor.

B. ANOMALIES

1. Fuel Cell 3 Tce (SC 2083)

Fuel cell 3 Tce was seen to "glitch" * L bits (2° F) every 70 seconds. This
phenomenon has been observed on at least one fuel cell on every mission and
has not affected nominal fuel cell operation. It is attributed to slugs of
cold water leaving the condensor and is a function of current load.

However, after MCC-2 the fuel cell 3 "glitch" pattern chaged to a sinusoidal
ripple with a frequency of one cycle every 30 seconds and & peak-to-peak ampli-
tude of 6.2° F. The ripple continued for approximately 9 hours before it
damped out. Although this is not a normal condition, a simlilar condition
occurred on Apollo 10 and was attributed to thermal oscillations in the fuel
cell glycol loop.



2. Potable Water Quantity Erratic (CF0009)

Quantity fluctuations occurred after each of the first two crew sleep periods
ended, presumably when water was used for food preparations. The greatest
fluctuation occurred when the quantity dropped from a reading of 104 percent
down to 79 percent and recovered in approximately 1 minute.

During the entry phase, after CSM power up, the potable water tank gquantity
read approximately 61 percent and the waste water tank indicated a 24 percent
increase. Both tank quantities were considered unreliable at this time
because ;

(a) It was calculated that the potable water tank should have
been exhausted by 107 hours GET at nominal usage rates. The crew reported
they could get no water out of the tank at 125 hours GET.

(b) The weste tank indicated a 24 percent increase which is not
possible because the CSM had been completely powered down.

3. Primary Coolant Glycol Flow Rate (CFO157)

The glycol flow rate was lower on this mission than on previous missions.
The lower flow rate reading was present during both prelaunch while on GSE and
inflight; i.e., 210 lb/hr. Other flight data:

Apollo 11 230-240 1b/hr

Apollo 12  220-230 1b/hr

Since all loop temps were normal, it is possible that the flow rate transducer
was blased.

4. Hydrogen Low Pressure MC and W

At 32 hours GET, a quantity imbalance of 2.38 percent existed between the, H2
tanks and a quantity balancing procedure was commenced. Since Tank 2 had the
greater quantity, the Tank 1 heaters were turned OFF and Tank 2 left in AUTO
taking more flow from Tank 2. In.thils configuration, low cryo pressure master
alarms occurred on the start of every Tank 2 pressure cycle.

Both tank's heaters were placed to AUTO for sleep and on the first "down" cycle,
a master alarm occurred due to H2 Tank 1 low pressure point shifting lower than
224.5° F.. The crew reset the alarm which did not occur again through the

sleep period.

After the crew sleep period ended, the Tank 1 heaters were placed to AUTO and
Tank 2 OFF to determine the Tank 1 pressure switch activation point in anti-
cipation of using this configuration for sleep. This was accomplished, and



the tank heater configuration was reversed to Tank 1 OFF, Tank 2 AUTO to
drive the quantity balance in favor of Tank 1 for sleep. This procedure was
in progress at the time of the 02 Tank 2 anomaly.

5. 02 Tank 2 Quantity Sensor Fail (SCOO3k4)

The 02 Tank 2 quantity reading was observed to fail off scale high (101.17

percent) at 46 + 4O + 10 GET after fluctuating for 10 seconds. This time was

Just after crew wake up and probably occurred during the routine cryo fan operstfion
scheduled after each sleep period. The 02 Tank 2 fans were turned on again at
47:55 GET as an attempt to restore the quantity gaging with no success.

6. 02 Tank 2 Anomaly Chronology

Hrs:Min

46:40 02 Tank 2 Qty fluctuating - Cryo quantities reflect crew stirring
Cryos.

46:40:10 02 Tank 2 Qty transducer failed off scale high (101.17 percent)

4755 02 Tank 2 fans - ON to attempt to restore quantity gaging.
51:07 Cryo Stir

51:08 MC and W on H2 Tank 1 low pressure

52:02 MC and W on H2 Tank 1 low pressure

955158 MC and W on H2 Tank 1 low pressure

55:33 Cryo Stir.

At this time, Cryo 02 pressures were decreasing normally and
approximately halfway through their downswing.

55:53:18 Fuel cell 1, 2, and 3 02 flow transducers started slow fluctuations
(¥ one cycle per 4O sec) between 0.4 1b/hr and 0.8 1lb/hr. Small
fluctuations were not an out-of-tolerance condition, but when
coupled with no similar H2 flow fluctuatlons, and no change in
fuel cell 02 pressures, can be indicative of cryo 02 pressure
changes or instrumentation problems. Total SC current staying
between 70 to 75 amps.

55553435 02 Tank 2 pressure starts to increase rapidly while 02 Tank 1 remains
normal. Tank 2 pressure at this time was 891 pei. (See Pig: 3)



55:54 :28

55154131

55:54:48

55:54:52

55:54:53

55:54:56

55:55:10

55:57:10
55:57:25

02 Tank 2 pressure passed through 973 psi with no Hi Cryo Press

MC and W. H2 Tank 2 was below its low pressure limit. 02 Tank 2
Qty dropped from 10l1.17 percent down to 6.5 percent for 3 seconds
and the temperature started increasing from -190° F. (See Fig. 3.)

02 Tank 2 Qty rose to 75 percent and appeared to give correct
readings for approximately 5 seconds before fluctuating again.
(See Fig. 2.)

02 Tank 2 press had rapidly increased to a max of 1008 psi at this
time, then started to decrease slightly.

02 Tank 2 press dropped to 998 psi, indicating possible pressure
relieving. Temp had increased to max of -153° F, then dropped off
scale low (-329° F.). (See Fig. 3.)

Three second loss of data starts. Crew report of Main Bus B under-
volt may have occurred at this time, since no MC and W was present
in downlink.

Reacquired data -

02 Tank 2 pressure read 19 psi (OSL) and the temperature was +84° F
(OSH). 02 Tank 1 and surge tank pressures started decreasing.

Crew had reported a "bang" and gas venting from the SM. At this
point, circumstantial evidence pointed to loss of 02 Tank 2 and
impending loss of 02 Tank 1.

FU 1 N2 press had dropped from 55.8 psia to O psia. This was an
instrumentation problem as FC 1 H2 and 02 pressure were normal and
02 pressure regulators are referenced to N2 pressure. Total SC
current Jjumped 10 amps. Cryo 02 auto heaters could have accounted
for this. MC and W due to cryo tank pressures.

FC 1 and FC 3 02 flow rates had decayed to zero from 55:54:56.

FC 2 02 flow rate dropped approx. O.l'#Vhr and returned to normal.
FC 1, FC 2 and FC 3 02 pressures, H2 pressures, H2 flow rates,
and load sharing were normal. Total SC current had fluctuated to
90 amps and back to a 75 to 80 amps range.

FC 3 02 pressure starts to drop from 63.2 psia.
FC 1 02 pressure starts to drop from 64.3 psia. FC 3 02 pressure

is 58.2 psia with 02 to N2 delta pressure of 4.4t psi. FC 3 load
sharing is 34.8 percent but starts to drop.



998

55:
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55:

55:

562

56

56
56
56
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56
56
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57
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39
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50

:08

30
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$37
:55
159
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MC and W - Main Bus B falls below 26.25 VDC (FC 3 failing). FC3
02 pressure 55.5 psia, with 02 to N2 delta pressure of 1.4k psi.
FC 3 load sharing 28.2 percent with total current Th4.4 amps. FC 1
02 pressure is 60.1 psia and falling.

Previous MC and W still on - AC inverter 2 automatic input dis-
connect. AC Bus 2 voltage is O volts. Main Bus B voltage is
17.6 VDC. TFC 3 has flooded with 02 to N2 delta pressure of 0.84
psi and is lost for the mission. FC 1 and FC 2 are carrying
54 .2 amps load.

FC 1 02 pressure has dropped to 58.5 psia. FC 1 load sharing
starts to drop. Main Bus A voltage is 28.3 VDC.

MC and W - Main Bus A falls below 26.25 VDC. FC 2 carrying 45.4
amps of total Main Bus A load of 54.1 amps.

FC 1 carrying less than 2.0 amps at Main Bus A voltage of 25.6
VDC. FC 2 is carrying 50.2 amps at skin temperature of 413° F.
FC 2 current started fluctuating between 50 and 55 amps with
Main Bus A voltage between 25.2 and 25.8 VIC.

Assumed FC 1 and 3 off main busses. Requested crew reconnect
FC 1 to Main A and FC 3 to Main B. Crew confirmed gray talkbacks.
No change was detected in 02 flow readings.

MC and W unexplained -~ possible cycle of Main Bus A voltage above
26.25 VIC.

MC and W unexplained - Possibly Main Bus A voltage.

A
MC and W unexplained - Possibly. Main Bus A voltage.
Sudden increase in FC 2 current from 54 amps to at least 67 amps.
Automatic signal conditioning equipment (SCE) shutdown for approxi-
mately O.4 seconds due to drop in Main Bus A voltage falling telow
required SCE operating level of approx. 23 VDC.

Battery A on line, Main Bus A voltage rises to 27.4 VDC. FC 2
current drops to approximately 35 amps and Battery A draws approxi-
mately 19 amps.

Requested crew open circuit FC 1 - confirmed.
Crew performed requested emergency power down per checklist E 1-5
and reduced current level to 41 amps total. First 14 steps were

accomplished.

Inverter 1 connected to AC Bus 2 (on both AC busses, now) per
request. This was to allow us to look at 02 Tank 2 readings.
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56:26
56132

56:33
56:35

56:36:19

56:37

56:38

56:39

56:57

57100

57:18

57:19
57:27:11

5T7:39

57:40

57:48:54
57:53
57:56

FC 2 pumps back on per ground request (placed on AC 1).

Requested further powerdown -BMAG's off and lights to a minimum.
E 1-5, steps 15 and 16)

Requested FC 3 open circuited.

Requested and got Surge tank isolated to preserve entry 0O2.
Pressure read 858 psia at this time.

SC total current was decreased to cycling LO-46 amps. Battery A

requested to be isolated from Main A and accomplished with 27.9
a-h remaining. FC 2 skin temp has risen to 4360 F. and was stable.

Requested 02 Tank 1 heater ON to pump up decaying pressure which
was 310 psi. ©No success.

Requested and got Repress pkg. isolated for same reason as Surge
tank.

Requested 02 Tank 1 fans ON to try to get pressure up, but no
success.

Verified FC 1 inline heater and DSE both OFF.

Crew performed FC 3 shutdown procedure per request. Purpose was
to isolate possible 02 leak in fuel cell manifold by shutting
reactant valves.

Crew performed FC 1 shutdown procedure per request. Purpose was
same as for FC 3 at 57:00.

HGA power and overboard dump line heaters OFF.

Started charging battery A to get as much energy back in before
loss of all 02; i. e., FC 2.

02 Tank 2 fans ON as last ditch effort to see if any pressurization
could be accomplished.

ECS 100 psi 02 manifold decreasing with 02 Tank 1 pressure of 130
psi.

Terminated Battery A charging with O0.T74 a-h restored.

Primary coolant loop radiators bypassed and glycol pump turned OFF.

02 Tank 2 fans off. There was no change in pressure or temp.
FC 2 pumps turned OFF. All RCS heaters OFF.



58:04:05

58:07

58:15
(approx.)

58:18

58:27
58: 36

58:40

Battery A tied to Main Bus A to support SC loads in anticipation
of FC 2 loss. 02 Tank 1 pressure was 65 psi.

Primary USBPA - OFF

FC 2 flooding occurred with loss of all 02 pressure.

02 Tank 1 heaters and fans turned off. Panel 276, CB3 and CB 4 -
opened (SM Instrumentation)

IMU powered down

CMC powered down

IMU heaters - OFF

8CS electronics = OFF

FDAI/GPI - OFF

Auto Jet Select (16) - OFF

Rotational Control power and Auto Coils - OFF

Direct RCS powered up to hold attitude.

FC 2 open circuited and reactant valves closed.
All inverters powered down.

Total CSM power down accomplished when Battery A taken off Main
Bus A (20.5 a=h remained in battery). Batteries A, B, and C were
isolated from all loads; i.e., off battery busses and main busses.
Battery relay bus had been powered down and Main Bus Ties - OFF.



7. Suit Pressure Sensor Erratic (CFO0012)

The suit pressure and cabin pressure diverged during the launch
phase when the cabin was relieving. The maximum divergence was 0.7 psid,
i.e., cabin pressure = 6.1 psia and the suit pressure = 5.4 psia. During
earth orbit, the AP remained constant at 0.5 psi. At 3+30 hours GET
when the CM cabin pressure was increased to 5.7 psia for IM pressurization,
the suit pressure sensor gave a maximum reading of 5.0 psia. After IM
press was complete, the AP = 0.5 psi for 4 hours, then increased to 0.8
psid where it remained. Similar behavior was seen when the LM was again
pressurized for the first ingress (LM Fam) at 53 + 34 hours GET. The AP
remained constant at 0.7 to 0.8 psid until after the 02 Tank 2 anomaly
when the suit pressure reading dropped 0.2 psia resulting in cabin
pressure = 5.1 psia and suit pressure = 4.1 psia. This condition then
stayed constant through CSM powerdown.

The cabin and suit pressures both = 5.1 psia during both brief CSM
activations. The pressure readings were also normal when the CM was
powered up for entry.

During the mission, SPAN reported that suit pressure variations were

observed during the altitude chamber test. In addition, suit pressure
transducer erratic behavior occurred on Apollo 12.
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C. DORMANT CSM OFERATIONS PHASE (59+00 GET thru 136+00 (EI-6+30)

Shortly after the 02 Tank 2 anomaly, and after the CSM was completely
powered down, it became apparent that knowledge of the complete CSM switch
configuration was uncertain. This situation was expected to worsen as we devel-
oped new CSM procedures for crew operations. Work began on a "Baseline Con-
figuration Checklist", then referred to as the "Square One List". The list was
constructed by making changes to the prelaunch switch configuration section of
the CSM Launch Checklist. This was accomplished and performed by the crew at
92 hours GET. The intent of this list was to remove all loads from busses and
to provide a baseline for further procedural changes which would be required.
This baseline would be reestablished whenever a particular procedure was
completed.

Even before implementation of this list, a procedure to provide potable
water with the drinking gun was developed since the 100 psi manifold did not
have pressure. The procedure involved pressurizing the manifold, i.e., the
water tank bladders, using the Surge tank whenever water was required. It
was read to the crew at 64 hours GET.

The condition of Main DC Bus B was initially unknown due to the way
FC 3 "died on the vine' and a Main Bus B checkout procedure was developed as
a "delta" to the square one list. The procedure called for powering Main Bus
B with Battery B to establish that there were no shorts and was performed at
95 hours GET. The baseline checklist had already isolated all loads from all
busses.

It became apparent that the powered down CSM would become very cold
by entry interface. Concern arose about the entry batteries ability at that
time to provide sufficient potential to drive the battery bus-to-main bus tie
motor switches to the Closed position. Hence, a Main Bus Ties Close procedure
was read up and the crew closed the motor switches at 95 hours GET. The
circuits were then left open using appropriate circuit breakers.

CO2 removai became cause for concern based on the lifetime of IM/PLSS
LIOH canisters. The total manhour ratings added up to approximately 136 hours
(not to exceed 7.6 mmHg). Based upon the quick return time home, the CO2
scrubbing would be required for approximately 261 manhours.

A negative margin existed (approximately 125 manhours) that required
utilization of the CM LIOH canisters in which over 288 manhours of CO2 removal
remained.

A simplified procedure was developed by Crew Systems Division personnel
to use two CM LIOH canisters attached to the two IM ECS suit return hoses by
placing a flight data file card bridged over the canister outlet side and sealing
around the inlet hose ends inside the bridge with tape and plastic bag material
to prevent collapsing due to suction. This procedure was later modified to
create additional pressure drop within the IM ECS to prevent overspeed of the
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centrifugal water separator by partially taping over the outlet hose ends and
over the complete CM LIOH canister inlet side bypass ports. This technique
provided very low CO2 PP readings (approximately 0.1 mnHg) after installation
when indicated cabin CO2 was approaching 8 mmHg on the IM secondary LIOCH
canister.

After approximately 20 hours (GET 93 to 113 hours) the CGo PP approached
1.8 mmHg on the two CM LIOH canisters. Another procedure was implemented at
113 hours to install two additional CM LIOH canisters in series with the
initial two canisters by simply stacking and taping together. This technique
provided very low CO2 PP readings for the remainder of the IM life support
scrubbings requirements.

The CM reentry phase C02 scrubbing was accomplished for 30 minutes
with two newly installed canisters. Initially, the CO2 PP read 1.6 mmHg
and 30 minutes later, when the sult compressor was deactivated, the CO2 PP
had been lowered to 0.2 mmHg.

At 102 hours GET, a procedure for the First CSM Activation was initiated.
It involved using battery B power for a partial power up to provide telemetry
to MSFN for the purpose of systems and thermal evaluation of the spacecraft.
The power up lasted less than 10 minutes showing the powered systems to be
nominal and a 52° F cabin. It was decided to charge entry battery A as early
as 112 hours GET (followed by battery @) to make sure this could be success-
fully accomplished. The entry sequence being developed was contingent upon
full CM batteries. A series of procedures was necessary to effect CSM battery
charging using IM power. The first, CSM to IM Power Transfer involved feeding
the IM by Main Bus B power provided by CM Battery B Jjust long enough to set the
IM control relays which would then allow IM power to be fed to CSM Main Bus B.
This accomplished, a Power Main B From IM procedure was performed and Main Bus
B was successfully powered solely from the IM. The Battery A Charge
procedure was initiated with battery A voltage and charger current readouts
provided by the crew on request so that the flight control team could integrate
the battery charge.

At 123 hours GET, battery A charging was interrupted to allow IM power
to be provided for a Second CSM Activation. This was another partial power up
to provide MSFN with telemetry for 7 minute look at systems and thermal data.
The powered systems were again nominal and the cabin temperatures were at

L6° F.

Battery A charge was resumed immediately and terminated at 126 hours
GET and battery B charging was commenced using an appropriate procedure.
When all charging was complete at 128 hours GET, the battery energy status
was calculated to be:

Batt A 40.0 a-h

Batt B 40.0 a-h

Batt ¢  38.8 a-h (not charged
118.8 a-h total



This total energy available was used to build the entry and post-
landing phase power profile.

One procedure had been prepared but not read up to the crew. A
procedure for Transfer of CM Waste Water to IM was ready in the event the IM
ran short of water for cooling. It involved using the PL3SS as a transfer tank
and proved to not be necessary.

E . CONCLUSIONS AND RECOMMENDATIONS

1. Cryogenic Caution and Warning

A master caution and warning of the cryogenic 02 tank pressure
problem was not available at the time of the 02 tank 2 failure because of a
previous out-of-tolerance cryogenic H2 pressure condition. A low H2 tank
2 pressure warning precluded the warning of a high 02 tank 2 pressure. This
demonstrates the undesirable feature of using a single caution and warning
lamp driver circuit to provide both master alarm trigger signal and lamp
activation for several parameters.

2. Fuel Cell Reactant Valves

It is probable that fuel cell 1 and fuel cell 3 would have
continued to function properly until loss of Tank 2 oxygen pressure, as fuel
cell 2 did, if the oxygen reactant valves had been reopened after the "bang".
Unfortuna;tely , positive warning cues were insufficient to allow the crew to
perform the necessary corrective action. A circuit revision is required that
would preclude a similar occurrence. For example, a circuit that would
automatically reopen the valves, and give the crew a visual indication of the
occurrence.

3. CM LIOH Canister Usage

Several alternate procedures were in work to control PP CO2.
These are listed below in their order of priorities:

(a) The IM ECS and CM ECS be connected with the IVT suit hose for
C02 scrubbing within CM canister assembly. This procedure was thought to cause
a high flow restriction for the IM compressor. It was learned later that this
technique would have worked if the IM canisters were removed.

(b) Venting the combined cabins and replenishing with o.xygen
(100 percent) to nominal pressures. This procedure would be used as a last
ditch effort because oxygen margins were not sufficient for many ventings and
subsequent purgings plus efficiencies are very low for this mode of controlling
high C02 levels.
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RECOMMENDATTON :

C02 scrubbing could have been accomplished by operating the CM suit com-
pressor with two canisters installed in the canister assembly in their normal
configuration.

This technique would have eliminated the makeshift IM setup plus creating some
much needed heat in the CM cabin environment. However, the power requirement
for this and the initial unknown condition of the CSM Main Bus B eliminated
this setup.

D. ENTRY OPERATIONS PHASE

Immediately after the 02 Tank 2 anomaly occurrence and activities
settled down, it became obvious that a modified, power conserving, entry
sequence would be required. The initial cut of the entry phase power profile
was completed at approximately 70 hours GET. This power profile was based on
total battery energy capability of 98 amp-hours (no IM power), an EI -2 hour
power up, and worst case recovery requirements (one uprighting and 12 hours on
the water). Using this power profile as a guideline there was a margin of 23
amp~-hours (based on a 4O amp-hour battery) remaining after uprighting.

After receiving additional entry requirements and expanding the timeline
to provide the crew additional time, it was evident that the CSM batteries
would have to be charged to & minimum of 115 amp-hours. This was
performed as described in the dormant operations phase.

The entry sequence timeline was then eventually moved back to EI -
6+30. The primary plan of operation was to have the crew ingress the CM at
ET -6 1/2 hours and use IM power to support Main bus B loads and battery C to
support Main bus A loads, during CM RCS preheat and up to EI -2 1/2 hours
where the CM went full internal. All possible loads during this time period
were placed on Main B only (IM power). A contingency plan of operation using
less power was also available, but not uplinked, in the ewvent that the IM was
unable to supply the CM with power during the entry phase (see figure 4 for
redlines).

As can be noted from Figure 4, the actual battery energy margin was
approximately 20 amp-hours above the redline at all times. Battery C was
depleted, as predicted, prior to splash, thus leaving two good batteries
(A and B) to support EIS sequential functions and Main Bus A and B loads.

Figure 5 shows the load profile as predicted with real time loads superimposed

on the predicted graph. It had been predicted that the Battery VI characteristic
would be degraded due to low temperatures. This concern turned out to be invalid,
as the Battery VI characteristic was comparable to previous flights with Main

A = 29.2 VDC and Main B = 29.2 VDC for a total spacecraft load of 38 amps on

two batteries. In the event that the loads had been higher than predicted, and
the battery energy redline violated, the following equipment was planned to have
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been turned off in the order shown:

Hrs and Min

EI

ET

ET

ET

Aups
(1) BMAG No 2 (if G and N was GO) 2.5
(2) S=-Band Power Amp k.1
(3) PCM, SCE, PMP, and Xponder 2.7
(4) Suit Compressor 4.0

(5) Primary Coolant Loop (Pump and Evap) 3.7

(6) EMS 1.0

General Comments on Entry Sequence Timeline

-6+30

-4+40

-4+30

- 2+30

~1+30

The CM Main Buses were configured with the IM supplying power to
Main Bus B and entry Battery C supplying power to Main Bus A.

This configuration was used until ET -2.5 hours with Main Bus B
supplying power for CM RCS Ring 2 preheat, C and W equipment and
lighting and with Main A supplying I power for CM RCS Ring 1 pre=-
heat. Battery C was used because it was predicted that whichever
battery was placed on line at this time would be depleted prior to
splash, thus if B<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>